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INTRODUCTION

Introduction

The new frontier of particle acceleration points to compact, room-sized accel-
erators able to counter the unsustainable expansion in terms of dimension and
costs of standard radiofrequency-based facilities. Laser-driven electron accel-
eration in plasmas has been first proposed by Tajima and Dawson in 1979: a
ultra-short and ultra-intense laser pulse that propagates in a plasma can excite
high-amplitude plasma waves in its wake by means of its radiation (ponderomo-
tive) pressure [1]. Such relativistic plasma waves can travel with phase veloc-
ity ∼ c and can sustain huge electric fields, with amplitude exceeding 1 TV/m:
a charged particle that travels in phase with them can thus be accelerated to rel-
ativistic energies in millimetric distances. This process is called laser wake-field
acceleration (LWFA).

The experimental demonstration of the feasibility of LWFA (in the follow-
ing, electron acceleration will be principally considered) opened to a rapid boost
towards record results in terms of gained energy, low energy spread and bunch
emittance, driven by the scientific and technological progress in numerical mod-
elization, laser system development and targets fabrication. Laser systems with
peak power of hundreds of terawatt are now at disposal in several laboratories
worldwide. However, beyond this kind of pushed-to-extremes research, there is
a parallel class of experiments, performed with laser systems with peak power in
the TW range up to a few tens of TW, that aims to investigate in detail the ba-
sic mechanisms of laser pulse propagation in plasmas and electron acceleration
in the LWFA scheme. Results in this intermediate condition identify interesting
regimes to be systematically explored, in order to enhance the total charge and
the maximum energy of the produced electron bunches. Further, to become
a stable tool in providing high-energy particles for many applications, laser-
plasma based accelerators demand for a complete and detailed control of the
mechanisms that rule the acceleration process. The major issues to be pursued
are the stability and the operational reproducibility, as well as the tunability of
the generated particle bunches characteristics in term of energy, energy spread,
collimation and charge.

Two of the main tasks in this framework are: (i) the in-depth study of high-
power laser pulses propagation in plasmas, aimed to optimize the excitement of
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INTRODUCTION

large amplitude plasma waves to extend the acceleration length beyond the so-
called Rayleigh length, which is limited by optical diffraction; (ii) the injection
of electrons in regions of the plasma associated with accelerating electric field
and their efficient acceleration over many Rayleigh lengths.

In this work, the above mentioned tasks have been addressed through the de-
tailed study of the interaction of ultra-short high-intensity laser pulses with
underdense plasmas produced in gas-jets.

The thesis is organized as follows: chapter 1 introduces the basics of laser-
driven acceleration of electrons, presenting a survey of the most recent results
and of the advanced technique developed worldwide to optimize the LWFA.
Chapter 2 presents the experimental results concerning the propagation of laser
pulses with different intensity in subsonic helium gas-jets: the effects of precur-
sors of the main laser pulse and ionization of the medium can deeply change the
propagation of a 10 TW laser pulse, and can pre-form the plasma density dis-
tribution in a suitable way for acceleration purposes. Presented data are from
an experimental campaign carried out at CEA Centre of Saclay (France) and
from a former experiment performed at the Intense Laser Irradiation Labora-
tory of IPCF-CNR in Pisa (Italy). In chapter 3, results of a second experimental
campaign carried out at CEA/Saclay, based to find conditions for efficient ac-
celeration of electrons with a few tens of MeV, are shown. Finally, chapter 4
introduces a discussion on the application of a laser-plasma accelerator for med-
ical radio-therapy of tumors and nuclear studies, in which advantages and limits
are considered and some classes of usage are reviewed. The adopted techniques
for the deconvolution of quantitative information from experimental data are
described in appendix A for what concerns the ultra-fast interferometry of plas-
mas, and in appendix B for what concerns the measurements of electron bunches
properties with an advanced spatial and spectral diagnostics.

The experimental campaign at the CEA/Saclay Laser-matter Interaction Cen-
tre (SLIC) facility have been performed in collaboration with the host PHI
(Physique à Haute Intensité) group, headed by Philippe Martin, and has been
coordinated by Antonio Giulietti (IPCF-CNR, Pisa). The acceleration experi-
ment has been performed also in collaboration with J.-R. Marquès and N. Bour-
geois of the LULI laboratory of the École Polytechnique (Palaiseau, France)
and with J. Galy and D. Hamilton from the Institute for Transuranium Ele-
ments of Karlsruhe (Germany). The 3D-PIC numerical simulations presented
in section 3.4 have been performed by N. Bourgeois and X. Davoine under the
supervision of E. Lefebvre of CEA/Bruyères-le-Châtel (France).
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Chapter 1

The laser-driven

acceleration of particles:

theory and experimental

evidence

1.1 Introduction

The research in laser technology development has always been accompanied by
the opening of new scenarios in the study of laser-matter interactions. Starting
from the 1960s, a variety of scientific fields has benefited from the possibility to
reach ever higher radiation intensities on target, capable of igniting processes of
interest for atomic to nuclear and plasma physics, as well as astrophysics and
fundamental interactions of particles.

An epochal breakthrough has been determined by the development of the
so-called “chirped pulse amplification” (CPA) technique [2]. With this tech-
nique, laser pulses of few tens of femtosecond duration and intensity exceed-
ing 1019 W/cm2 have become accessible even in table-top laser systems. In
a CPA-working laser system, a broadband, mode-locked oscillator produces a
ultrafast pulse with femtosecond duration and energy of few nJ; then, the pulse
is stretched by a pair of diffraction gratings, with the effect of lengthening the
original duration by a factor of 103 to 105. In this way the input energy con-
tained in the pulse is not affected, and neither is the fluence arriving on the
amplifier medium, while the peak intensity is dramatically lowered. After the
amplification, the pulse is finally recompressed in time to the initial duration by
means of other two diffraction gratings. A sketch of the CPA process is showed
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CHAPTER 1. THE LASER-DRIVEN ACCELERATION OF PARTICLES: THEORY
AND EXPERIMENTAL EVIDENCE

in fig 1.1. The CPA technology allows the overcoming of two major problems:

Figure 1.1: Operating principle of Chirped Pulse Amplification (CPA) of ultra-short laser

pulses (from http://www.eecs.umich.edu/USL/HERCULES/index/index.html)

the damage of optical components in the laser chain and wavefront distortions
of the pulse, which depend on the non-linear phase shifts experienced by the
pulse in its passage through an optical device via the so-called B-integral:

B =
2π
λ

∫ L

0

n2Idl (1.1)

where n2I is the intensity-dependent change in the refractive index. As an
amplifier medium, titanium-doped sapphire crystal (Ti:Sa) offers a high gain
bandwidth and therefore a narrow pulse width, and is by this time employed
in nearly all the multi-TW high-power laser systems worldwide. Among the
laboratories that are equipped with table-top terawatt (T3) systems, it is worth
naming Italy’s INFN Frascati National Laboratories, in which a ultra-high inten-
sity laser called FLAME (Frascati Laser for Acceleration and Multidisciplinary
Experiments) will produce pulses with 6 J energy, 20 fs duration at 10 Hz rep-
etition rate1.

The huge electric field associated to a CPA laser pulse well exceeds the bind-
ing electric field Eb of a hydrogen-like atom, for which the threshold ionization
intensity is:

Iionthr =
c · E2

b

8π
=

c · e2

8π · r4B
≈ 3.4 · 1016 W

cm2
(1.2)

in which rB is the Bohr radius (rB ∼ 5 · 10−9 cm). This is the case of above
threshold ionization (ATI). However, it can happen that a laser pulse with lower
intensity than Iionthr can ionize the target by means of different mechanisms.
Multiphoton ionization (MPI) or optical field ionization (OFI, e.g. the case

1http://www.lnf.it/acceleratori/plasmonx/
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1.1. INTRODUCTION

in which ionization occurs via the suppression by the laser electric field of the
potential barrier in which electrons are bound) can occur for laser intensities
I≤1014W/cm2 or I≤1016W/cm2, respectively. The so-called Keldysh parameter
Γ is used to discriminate among the two limiting nonlinear photo-ionization
processes [3]. Γ is defined as:

Γ =

√
Ei

2 · Eq
(1.3)

where Ei is the ionization potential for the given target and Eq is the oscillation
energy acquired by an electron that experiences the ponderomotive potential
associated to the laser pulse (called quiver energy):

Eq =
〈
e2E2

L

2meω2

〉
≈ 9.337 · 10−14I[W/cm2] · λ2

[µm] (1.4)

. Equation 1.4, in which EL is the laser electric field, ω is its frequency, me

stands for the electron mass and the acute brackets denote a time average over
one optical cycle, accounts for the oscillations that a detached electron starts
immediately to do at the frequency ω of the electromagnetic laser field. When
Γ� 1, ionization is predominantly driven by MPI, while for Γ� 1 OFI occurs
in the very first optical cycles.

All present laser systems employed in plasma based acceleration experiment
well exceed the ATI threshold of ∼1015W/cm2 for the most commonly used gas
species [4]. This implies that even in case of the front and rear edges of the
pulse, their lower intensity with respect to the peak can be above threshold for
ionization. This task has very important effects on the study of a high-intensity
laser pulse propagating in a ionizing target.

Characteristic space and time scales of the plasma

For the description of the plasma medium, two different electric field regimes
can be identified: the one relevant for the interparticle interaction (local field,
driven by collisions among the single particles) and the one relevant for the
global system (mean field). The discrimination among this two-fold description
can be made considering as a limiting scale-length the distance over which the
electric field of a charge is shielded by the surrounding distribution of charges.
This distance is called “Debye length” and can be expressed as follows [5]:

λD =

√
T

4π · n · e2
(1.5)

in which T is the plasma temperature in energy units, n is the particle number
density and e is the electron charge. When the number of particles N in a

3



CHAPTER 1. THE LASER-DRIVEN ACCELERATION OF PARTICLES: THEORY
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sphere with radius λD is much larger than 1, collective interactions dominate
over interparticle interactions, and the plasma as a whole is distinct from a
collection of charges. A system of charged particles that extends over linear
dimensions d� λD and such that N ∝ n·λ3

D � 1 is defined as high-temperature
plasma.

A temporal scale parameter related to λD can then be introduced:

ωpe =

√
4π · nee2
me

(1.6)

where ne is the plasma electron density and me is the electron mass. ωpe is
thus the plasma frequency, and describes the collective oscillation motion of the
electrons in the plasma [6]. This behavior is ascribed to the global field action,
while on the microscopic scale the local interparticle motion can be described by
the collision frequency νc of the particles that undergo Coulomb deflections and
scattering. It is worth noting that in the assumptions made before of N � 1
fits a variety of plasmas in real physical conditions, and imply that νc/ωpe � 1
and so the plasma collective motion is dominant [7]. Table 1.1 summarizes the
values of the cited parameters for a typical laser produced plasma.

n (cm−3) T (eV) ωpe (s−1) λD (cm) n · λ3
D

1020 102 6·1014 7·10−7 40

Table 1.1: Approximate magnitude of relevant parameters for a typical laser produced

plasma [8].

1.2 Basics of laser-plasma acceleration of elec-

trons

CPA-based, table-top laser systems provide pulses of peak intensity well above
1018 W/cm2 and duration of tens of femtoseconds. The interaction of such a
pulse with a plasma (often pre-produced by its raising edge via OFI or ATI of
the target material) can excite electronic perturbations in its wake, displacing
them to form an oscillating wave that can couple with the energy released by the
pulse itself in its propagation [9]. In the so-called laser wake-field regime (LWF),
first proposed by Tajima and Dawson in 1979 [1], large amplitude plasma waves
can be resonantly excited by the ponderomotive force of an ultra-short laser
pulse, provided its duration τL matches the condition:

c · τL '
λpe
2
, (1.7)

where c is the light speed and λpe is the plasma wave length (λpe = 2πc/ωpe =√
π/rene in which re is the classical electron radius and ne is the plasma elec-
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1.2. BASICS OF LASER-PLASMA ACCELERATION OF ELECTRONS

tron density). The electric field that is associated to plasma waves has two
fundamental advantages: it is longitudinal and its amplitude can reach high
values (Epw ≥ 200 GeV/m), it can thus be fruitfully exploited to accelerate
electrons that can “surf” the excited waves in the wake of the propagating laser
pulse.

In the following, the main aspects and challenging issues of the LWF mech-
anism for electron acceleration are introduced, including the enhancement of
electron plasma waves in a laser field, the guiding of an ultra-intense laser pulse
over long distances, the injection of seed electrons in the accelerating electric
field and the requisites for an efficient plasma-based accelerator.

LaserLaser

gas­jetgas­jet

plasma plasma 
acceleratoraccelerator

high­energy high­energy 
ee­­  

Figure 1.2: Sketch of a laser-driven acceleration process in a gas-jet target set-up

1.2.1 The wakefield issue

An analytical treatment of wakefield generation in laser-plasma interactions
is possible only for up to 3D linear regime and for unidimensional nonlinear
regime. The formulation of the problem in 3D nonlinear regime requires the use
of numerical simulations usually executed on large parallel computer systems.
The description of the laser wakefield generation issue can be done by using the
cold fluid model of laser-plasma interaction, in which the plasma is assumed as
fluid with zero temperature and the ions are assumed as immobile.
The laser pulse can be described by its vector potential:

A(r, t) = <
{
A0e

iϕ
}

(1.8)

in which r and t are the spatial and temporal coordinates, A0 = A0ê⊥ is the
amplitude of the laser (for a linearly polarized pulse in the transverse direction),
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and ϕ = k · r− ωt is the phase. The laser electric and magnetic fields can then
be expressed via the vector potential: E = −∂A/c∂t, B = ∇×A.
It can be useful to build a dimensionless field amplitude parameter a from the
normalization of the vector potential, often used to establish a discriminating
threshold between relativistic and non-relativistic regimes and to express the
laser strength:

a0 = |a| = e|A|
mec2

. (1.9)

For a linearly polarized laser pulse, a0 can be calculated from its peak intensity
I and wavelength λ in a straightforward way:

a0 ' 0.85 · 10−9λ[µm]
√
I[W/cm2]. (1.10)

The growth and excitation of plasma waves in the wake of an intense electro-
magnetic pulse results from the ponderomotive force exerted by the pulse on
the particles in the plasma during its propagation. In the 3D linear regime
(a0 � 1), electrons in the plasma background experiencing the passage of an
electromagnetic pulse oscillate with a quiver velocity vq = e · E/meω = a0 · c
(see eq.(1.4)), as the leading order equation of motion is me∂vq/∂t = −eE.
At second order, expressing the velocity of electrons in the laser field as v =
vq + δv, the equation of motion becomes [10]:

me
dδv
dt

= −me [(vq · ∇)vq + c · vq × (∇× a)] =

= −me · c2 · ∇
(
a2
0

2

)
≡ Fp

(1.11)

Here the expression for ponderomotive force Fp associated to the laser pulse is
obtained, and one can see that Fp is related to the laser strength (intensity)
via the parameter a0. The ponderomotive force can be viewed as the gradient
of the radiation pressure of an intense laser pulse, and acts on the background
plasma electrons by expelling them from regions of higher laser intensity. The
displacement of electrons from their rest position results thus in an oscillation
of the plasma density and in the formation of a wake wave behind the pulse.

The ponderomotive force is more effective on electrons than on ions, because
of the ions’ greater mass. In the relativistic non-linear regime, the quiver velocity
is corrected by the relativistic factor γ =

√
1− v2/c2, so that vq = a0 · c/γ and

the unidimensional ponderomotive force becomes Fpz = −(me · c2/2γ)∂a2
0/∂z.

The electric field associated to an electron plasma wave excited by the pon-
deromotive force of a high-intensity laser pulse is limited by a maximum thresh-
old value. This value can be found considering the limit at which the electron
trajectories in the wave mix (this condition implies that the electrons density

6



1.2. BASICS OF LASER-PLASMA ACCELERATION OF ELECTRONS

distribution departs from a sinusoid and reaches a singularity [11]), resulting in
a breaking of the wave itself (wavebreaking). In the cold non-relativistic regime,
this limit follows from the Gauss’ law applied to the displacement ξ(x0, t) of a
plasma electron from its initial position x0 and it is found to be:

E0
wb =

mevpωpe
e

(1.12)

in which vp is the wave phase velocity. For waves that move with a phase velocity
close to the speed of light c, relativistic corrections in the fluid motion equations
have to be added. In this case, the Lorentz factor γp = 1/

√
1− v2

p/c
2 must be

introduced and the corrected wavebreaking electric field amplitude becomes:

Ewb = E0
wb ·

√
2(γp − 1). (1.13)

It is worth noting that Ewb behaves like
√
ne and that for vp/c � 1 eq. (1.13)

turns back to eq. (1.12).
The evaluation of such a relativistic threshold value was first performed

by Akhiezer and Polovin in 1956 [12] for the cold-fluid relativistic regime con-
sidering the Eulerian formulation of the problem. Few years later, Dawson
demonstrated that the relation (1.13) could be obtained using Lagrangian equa-
tions [13, 14], and its 1962 paper was one of the firsts that reported results from
computer simulations.
A very simple calculation using eq. (1.13) shows that, for a plasma with elec-
tron density of 1019 cm−3 and a laser pulse from a Ti:Sa system with 0.8 µm
wavelength, γp ' 13 and Ewb ' 1.5 GV/cm.

From the experimental point of view, the difficulty of observation of electron
density perturbations produced in the wake of a laser pulse relies on two main
intrinsic aspects of the wake wave: (a) due to the microscopic size of such
structures, the optical probing spatial resolution must be much better than λpe
(λpe ≈ 10µm for a plasma with electron density 1019 cm−3); (b) due to their lu-
minal velocity, the optical probe transit time through the region of interest must
be much lower than the time the wake takes to propagate for λpe. Laser wake-
field plasma waves have been observed experimentally with frequency-domain
interferometry [15] and recently with single-shot, frequency-domain holography
technique [16].

The value of γp, which can be also expressed as γp ≈ λpe/λ, has implications
on the shape of plasma waves: in the wake of laser pulses with a0 & 1, on the
longitudinal axis the plasma wave is excited much more strongly than off-axis,
due to the transverse intensity distribution of the driving beam (i.e. a Gaus-
sian beam). On axis, due to the much strong relativistic quiver motion of the
electrons making up the wave, the plasma frequency ωpe is lower of a factor

7
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√
γp with respect to off-axis regions, and consequently there is a dependence of

λpe on the transverse coordinate as well. The wavefronts exhibit then a typi-
cal “horse-shoe” shape, being the curvature more accentuated farther from the
driving laser pulse.

The curvature of plasma wavefronts is of capital importance in wavebreak-
ing, electron injection and also for the focusing of the accelerated electrons. In
fact, wavebreaking can be achieved even if the field associated to the plasma
wave is lower than the threshold value of eq. (1.13), provided transverse wave-
breaking occurs [17]. In this scenario, strictly dependent on the 2D feature
described above, when the wavefronts curvature radius approaches the order of
magnitude of the transverse displacement of electrons in the wave, the wake
plasma wave breaks transversely. A number of electrons can be then injected
into the accelerating region via this mechanism (see section 1.2.4).

1.2.2 The laser guiding issue

The more the laser pulse propagates in the plasma at the highest intensity, the
more high-amplitude plasma waves are efficiently excited in its wake. For a
Gaussian beam (here and in the following the considered laser beams will be
assumed as Gaussian), the spot size w(z) evolves with the longitudinal distance
of propagation z as follows [18]:

w(z) = w0

√
1 +

z2

z2
R

(1.14)

where

zR ≡
π · w2

0

λ
(1.15)

is called “Rayleigh length” and defines the upper limit imposed by optical
diffraction to the propagation distance of the radiation at the intensity it reaches
in the focal region. For a tightly focused laser pulse, zR constitutes a severe
limit for the useful acceleration distance to very short values: zR ≈100 µm for
a 0.8 µm Ti:Sa laser pulse focused in a 5 µm spot. The majority of the LWFA
experiments are then affected by this drawback, and the loss of intensity due to
diffraction over zR cannot be overcome by focusing the electromagnetic pulse
in wider waists, because it would imply to use laser systems extremely more
powerful and thus less affordable, in order to get the same intensity on target.

In laser-plasma interactions, the guiding of laser radiation over long distances
is mainly a refractive guiding. As in optical fibers, if the index of refraction η(r)
of the medium exhibits a maximum on the longitudinal axis of propagation and
a decreasing gradient in the transverse (radial) direction, i.e. ∂η(r)/∂r < 0,
then the medium can act as a waveguide, balancing the beam diffraction with
the effect of a converging lens at the boundaries. This behavior is due to the
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inward curvature of the laser pulse wavefront caused by such a refractive index
profile, occurring when the phase velocity of the laser beam in the medium is
lower on the propagation axis than off-axis. The phase velocity, in fact, depends
on the index of refraction via the usual vϕ = c/η(r) relation.

The index of refraction η(r) can be evaluated as follows. The dispersion
relation for the electromagnetic pulse in a homogeneous plasma is:

ω2 = k2c2 + ω2
pe (1.16)

From eq. (1.16) it follows that the maximum electron density for propagation,
called “critical density”, is nc = 1.1 · 1021λ−2

[µm] cm−3 (nc ∼ 1.7 · 1021 cm−3 for
0.8 µm laser pulses). The group velocity of the radiation through the plasma
takes the form:

vg =
∂ω

∂k
= c

√
1−

ω2
pe

ω2
(1.17)

Some general considerations can be sketched from eq. (1.13) and (1.17)
regarding the optimum electron density value to improve the efficiency
of the LWFA. Velocity and amplitude of plasma waves in the wake of a
propagating laser pulse are critically affected by the value of ne, with
dramatic effects in the maximum energy achieved by the accelerated
electrons. From eq. (1.13) it can be easily deduced that high values
of ne are requested in order to maximize the wavebreaking field ampli-
tude Ewb and thus to achieve the highest accelerating gradients. Equa-
tions (1.17) in turn shows that the higher ne, the lowest vg, and thus
the plasma waves travel with a lower phase velocity, that in the LWFA
scheme is equal to vg, limiting the energy gain by the electrons that
can outrun them and dephase more easily. From the experimental point
of view it is then mandatory to find a compromise between these two
regimes: it is worth noting that the resonant ne value for laser pulses of
50 fs duration is ne ≈ 1.2 · 1018 cm−3.

From the dispersion relation (1.16), it follows that for small a0 the index of
refraction takes the form η0 = ck/ω =

√
1− ω2

pe/ω
2. This result can be gener-

alized including relativistic effects and variations in the plasma density [19]:

η(r) =

√
1−

ω2
pe

ω2

n(r)
n0γ(r)

≈ 1−
ω2
pe

2ω2

(
1 +

∆n(r)
n
− a2

0(r)
2

+
δn(r)
n

) (1.18)
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The second row of eq. (1.18) has been obtained expanding the first row for small
variations of electron density (∆n) and moderate relativistic effects, accounting
for a change δn in density as wake response. Equation (1.18) shows that refrac-
tive guiding is made possible by either a plasma electron energy distribution
that has a local minimum on the transverse direction of laser propagation axis,
or a non-uniform transverse intensity distribution of the laser pulse. Effects of
the plasma shape on guiding is implied by the first term in the expansion of
eq (1.18), while the laser intensity profile enters through the second term in the
expansion.
In the following, the two ways of guiding are briefly addressed.

1.2.2.1 Plasma waveguides

The index of refraction dependence on the electron density distribution can be
exploited for laser guiding provided a hollow plasma channel is present along
the laser propagation axis. The first remark to be made is that this hollow
channel must be pre-existent at the moment of the arrival of the laser pulse in
its focal region. From the experimental point of view, it means that not only the
pre-ionization of the medium has to be taken into account, but also the hydro-
dynamic expansion that the ionization front provokes in the surrounding target
regions. Furthermore, it is important to stress the necessity for the plasma to
be fully ionized in order to avoid defocusing of the traveling radiation. In par-
tially ionized plasmas, in fact, a propagating laser pulse with high intensity can
further ionize the medium via optical field ionization, especially in the spatial
regions in which its intensity profile peaks at the maximum value (the central
region for Gaussian beams). This means that in this case the electron density
would likely be enhanced on the laser propagation axis, building-up an opposite
scenario of the required one for efficient guiding and thus contributing to defo-
cus the laser beam.

The electron density distribution suitable for guiding a Gaussian laser pulse can
be evaluated by solving the wave equation coupled with the index of refraction
given by eq. (1.18). The matching condition for a laser pulse focused in a waist
of size w0 to be guided by a plasma channel with electron density depth ∆n can
be evaluated inserting in the wave equation a refractive index distribution that
depends on a radial electron density profile of the form n(r) = n0 + ∆n · r2/w2

0.
This condition leads to the relation [20]:

4
w0

=
1
c2

4πe2n
me

∆n
n

(1.19)
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that, in turn, gives the following relation between the spot size w0 to be guided
and the change of the electron density in the channel:

w0 =
(

1
πre∆n

) 1
2

(1.20)

in which re = e2/mec
2 is the classical electron radius.

As a demonstration, the Maxwell’s equation for an isotropic charge-free medium
without losses has been solved for a dielectric constant ε(r) = ε0 + δε(r), being
δε(r) the spatial variation induced by a shaped transverse profile. Expressing
the electric field E = ψ(x, y, z, t)exp[i(kz − ωt)] where k is the wavenumber in
the propagation direction z, and separating the laplacian in its transverse and
longitudinal components, it gives:

∂ψ

∂t
=

i

2(1 + δε(r)/ε0)

[
∂2ψ

∂r2
+

1
r

∂ψ

∂r
+
δε(r)
ε0

ψ

]
. (1.21)

after separation of the temporal and spatial parts of the equation.
Equation (1.21) can be solved with a custom function for ne(r) (i.e. for δε(r)),
in this case specifically with a parabolic profile. Considering the case of a laser
pulse with 1 µm wavelength focused in a spot with w0=20 µm in a plasma with
electron density distributed as ne(r) ≈ 5 · 1014 · r2 + 4 · 1018, the resolution of
the wave equation yields the result plotted in fig. 1.3 for the intensity of the
electromagnetic pulse. The intensity of the laser pulse in this case is contin-

x (mm)

r (µm)

Intensity [a.u.]

Figure 1.3: Results of the computation of eq. (1.21) with an electron density distribution of

the form ne(r) ≈ 5 · 1014 · r2 + 4 · 1018. The distance over which the calculation

has been carried out is 20 mm.
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uously decreased by the optical diffraction and subsequently increased by the
re-focusing induced by the walls of the plasma hollow waveguide. The overall
behavior is then the refractive guided propagation of the laser pulse.

Production of plasma channels in gas-jets constitutes a method of major impor-
tance, and has been widely investigated in the tuning of the interplay between
laser pulse and target medium. Plasma channel guiding was first demonstrated
by focusing with an axicon a first laser beam on a gaseous high-Z target and
exploiting the hydrodynamic channel density depletion to guide a second beam
over more than 20 zR [21]. It is worth noting that the use of low-Z gases has
enhanced the possible applications of such guiding technique, since a fully ion-
ized medium can provide a more efficient propagation of an intense laser pulse
in the channel avoiding energy losses in further ionization processes.
Furthermore, a “ignitor-heater” technique was first developed at LBNL labo-
ratory (USA), which makes use of a first short pulse (< 100 fs) to ionize a
millimetric nitrogen or hydrogen gas-jet and of a second longer pulse (160 ps)
to heat the existing plume via inverse bremsstrahlung [22]. This technique was
introduced to show how a double pulse process can save the energy expense to
generate the plasma channel with respect to a single pulse. The possibility to
create a channel with a precursor laser pulse, prior to the arrival of the main
accelerating pulse, can be also improved by the use of clustered gas-jets and
the generation of a plasma waveguide with an ultrashort precursor pulse (70
fs). In this way the propagation of a femtosecond test pulse through the plasma
waveguide has successfully been proved [23]. The method based on clustered
gases has been extended to longer pulses (100 ps) with high efficiency, thanks
to the high laser pulse absorption compared with the unclustered case [24].
A further very promising and exploited technique relies on the production of
plasma channels in gas-filled capillaries. In such devices the ionization is in-
duced via electric discharge through electrodes put at the edges of a thin tube
containing low-Z gas. After the first experiments on glass-made devices, with
the obvious drawback of single-shot operation due to capillary destruction after
laser interaction but with promising results [25, 26], capillaries made up by two
half-channeled joint sapphire blocks filled with gas and with electrodes placed
near each end of the so-formed tube have become the device to be used to
reach GeV electron energies [27]. When a capacitor discharges electric current
through the electrodes, the contained gas is immediately ionized and shaped as
a hollow-channeled optical fiber able to optically guide a propagating laser. The
profile of the electron density for a forefront capillary device has been recently
characterized by means of interferometric technique, showing also the possibility
of tailoring the plasma profile to match efficient LWFA issues [28].
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1.2.2.2 Relativistic optical guiding

The guiding effect can also be achievable exploiting the dependence of η on γ(r)
in eq. (1.18). Ponderomotive self-focusing in non-relativistic plasma has been
first studied by Litvak [29] and Max et al. [30].

When the quiver motion of the electron in the plasma waves in the wake of
an intense laser field becomes relativistic, the increase in their mass results in a
decrease of ωpe exactly as a depletion of ne does in a plasma channel. Solving
the wave equation with the index of refraction given by the second term in the
expansion of eq. (1.18), a relation for the evolution of the laser spot size rs with
the longitudinal propagation coordinate z can be found [31]:

d2(rs/w0)
dz2

=
1

z2
R(rs/w0)3

(
1− P

Pc

)
(1.22)

where P is the laser pulse power and Pc ' 17(ω/ωpe)2 GW is the so-called
critical power for relativistic self-focusing. It then turns out that the laser
spot size will focus provided that P > Pc. There is therefore a threshold value,
analogous to eq. (1.20) for density, for the laser power in order to counterbalance
the optical diffraction.

It has been shown that relativistic self-focusing is efficient for laser-
guiding only in the case of long pulses compared to the plasma wave-
length [32]. This is due to the fact that the index of refraction is modified
in a time-scale of the plasma frequency ωpe rather than in a time-scale
of the laser frequency ω and, given that ωpe � ω, the guiding effect is
efficient only on the body of long pulses and ineffective for short pulses
with length comparable to λpe/γ.
The effect of laser pulse duration on the relativistic self-focusing of a
laser pulse with duration τL from 35 fs to 3 ps has been experimentally
studied by Faure et al. [33], and the ineffective self-guiding for too short
pulses (ωpeτL/γ <4.6) was demonstrated even for laser power greater
than Pc. Recently, Chen et al. [34] confirmed this behavior exploiting a
100 TW laser system while, by accurately tuning the electron density of
the plasma, successfully produced a≈10 mm self-guided plasma channel.

1.2.3 Self-modulated LWA

It is by now an established trend in laboratories worldwide to perform “laser-
into-gasjet” acceleration experiments in a range of plasma electron densities well
above the resonant values, given the available and common laser pulse duration
(ne should be as low as 3·1018 cm−3 for pulses with duration &30 fs for the
relation (1.7) to be satisfied). Also the experiments presented in this thesis
are performed in conditions that make the acceleration scenario different from
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the pure laser wakefield scheme. It is usual in fact that the laser pulse spatial
extension Ll is several times the plasma wavelength λpe. However, depending on
the laser duration and power and on the electron plasma density values, a regime
in which the laser pulse self-modulates according to the period of the plasma
waves that are excited after the passage of its rising front can be established. In
a 1993 paper, the acceleration of electrons in laser-plasma interaction with Ll >
λpe and P > Pc was theoretically demonstrated by Krall et al. [35]. Provided,
in fact, that the condition for relativistic self-guiding is satisfied (P > Pc), a
pulse with Ll > λpe begins to excite a low-amplitude plasma wave in the wake
of its rising edge, via the ponderomotive force. In turn, this wake field actively
modifies the laser pulse propagation so that in the zones in which there is a
lower electron density the relativistic focusing is enhanced by the channeling of
part of the radiation, while the regions of higher ne defocuses it. The overall
result is then a modulation of the electromagnetic pulse at λpe, that with a
feedback process contributes to enhance the waves in the wake.
Two considerations must be done concerning this regime of acceleration:

• when ne becomes as high as requested for the above conditions to hold, the
laser pulse group velocity in the plasma dramatically drops according to
eq. (1.17), and this effect can represent a more severe limit on propagation
of the laser pulse than optical diffraction;

• numerical simulations show that effective modulation of a 10 TW, 65 fs
pulse happens in a plasma with electron density of few 1019 cm−3 over
distances of the order of less than 2 mm (see section 3.4). This implies
that guiding the laser pulse becomes mandatory to increase the accelerated
electrons energy gain, since efficient wakefield excitation is possible once
the pulse is modulated at about λpe

1.2.4 The electron injection issue

Once the acceleration principle is established, a problem arises concerning the
injection in the pushing electric field of seed electrons to be accelerated. This
quest is one of the most demanding, since even the layout of the accelerator
depends on it. In fact, such electrons can be taken:

i) from the bulk plasma itself: it’s the most common technique and it is
usually referred to as “self-trapping”;

ii) from an external source: for example a side-coupled linac matched to the
plasma-based accelerator.

Despite the conceptual clearness of these two mechanisms, from the experimen-
tal point of view the precise control of the electron injection in the plasma waves
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is really hard to achieve, because of either the highly non-linear nature of the
wavebreaking process that is at the basis of the mechanism i) and the spatial
and temporal constraints on the focusing conditions of an electron beam for the
case ii).
In the following these two types of injection mechanism are briefly reviewed.

1.2.4.1 Electron self-trapping

When the electric field associated to a plasma wave exceeds the wavebreak-
ing value expressed by eq. (1.13), the wave structure breaks and electrons in
the rear part of its crest can be poured in the front direction, just as the sea
waves behave on their approach to the shore. As we have seen in section 1.2.1,
the two-dimensional effect of transverse wavebreaking can lower the threshold
field (1.13), enabling the injection of a high number of electrons in the plasma
wave.

As introduced in section 1.2.2, γp = ω/ωpe and some considerations can be
drawn in the framework of particle injection due to wavebreaking: in case of
high plasma electron density, small values for a0 are required in order to satisfy
the matching condition for Ewb. From a quantitative point of view, it means
that for ne ≈ 1019 cm−3, γp ∼ 10 and thus a laser pulse with a0 of a few would
be sufficient to break the wake wave and inject electrons. On the contrary,
electron densities of the order of 1018 cm−3 would require much larger values of
a0 and hence much powerful laser systems. The drawback of this consideration
affects the energy gained by the electrons, since small value of vg means low
phase velocity of plasma waves in the laser wake and in turn low energy for
the tuned electrons. It turns out then that a compromise has to be established
between the two regimes. Furthermore, a relation was experimentally found
between the laser energy and the electron density for trapping to occur. It
was observed that stable relativistic electron beams were obtained provided the
plasma electron density and the laser energy exceeded a threshold condition:
higher density required lower laser energy [36]. Using a simple model that does
not take into account frequency shifts of the vector potential nor the change in
the laser energy due to plasma electron density variations, the following relation
is found:

Ethreshold[J ] = 23.3 · 109

(
nc
ne

)
a2
thrτ

[s]
FWHM (1.23)

in which athr is the threshold vector potential for self-trapping, found to be 3.2
by a best fit with the experimental data of ref. [36].

In this thesis experiments that falls in the first case will be presented, in which
electron injection happens mainly from the bulk plasma background.

15



CHAPTER 1. THE LASER-DRIVEN ACCELERATION OF PARTICLES: THEORY
AND EXPERIMENTAL EVIDENCE

Injection is the starting step in the acceleration process for a given electron:
in order to gain as much energy as the pushing wave can transfer to it, the elec-
tron must remain in phase with the wave for the longer time possible. A critical
point in this framework is the matching between the initial electron velocity
and the phase velocity of the plasma wave. In fact, as for a surfer that wants
to ride an ocean wave, the particle must have an initial velocity that is not
too small, otherwise it would slip back with respect to the wave, nor too large,
otherwise the wave would be quickly outrun by the particle. There are then
a minimum and a maximum value for the electron velocity that constitute the
constraints for trapping by the plasma wave. In the linear regime, the plasma
density perturbation δn can be expressed as:

δn = δne sin(kpez − ωpet) . (1.24)

The Poisson equation ∇ · δE = −e · δn/ε0 gives then for the electric field the
relation:

δE(z, t) = E0
wb

δne
ne

cos(kpez − ωpet) . (1.25)

The problem of trapping in a plasma wave can be studied in 1D geometry
considering the orbits of an electron in the phase space (γ, ψ), in which γ =√

1− v2
e/c

2 is the relativistic factor associated to the electron energy and ψ =
kpez−ωpet is the phase of the plasma wave described by an oscillating potential
φ = φ0 cosψ as turns out from 1.25. With reference to Fig. 1.4, we see that
trapping corresponds to the closed trajectories limited by the thick separatrix
curve.

Figure 1.4: Electron trajectory in a plasma wave in the phase space (γ, ψ) for γp=20. The

thick line represents the separatrix. Electrons have trapped trajectories inside

the separatrix (closed orbits), and untrapped trajectories outside.
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The minimum and maximum values for the electron γ are found to be:

γm = γp(1 + 2γp
δne
ne

)−
√
γ2
p − 1

√(
1 + 2γp

δne
ne

)2

− 1

γM = γp(1 + 2γp
δne
ne

) +
√
γ2
p − 1

√(
1 + 2γp

δne
ne

)2

− 1

(1.26)

Open orbits represent the trajectories of such electrons whose γ is smaller than
γm (that are overtaken by the plasma wave) or larger than γM (in which case
they outrun the wave).

Available laser pulses hardly fulfill the relation (1.7) in terms of pulse duration
(the high-density plasmas necessary for the self-trapping of electrons typically
require sub 20-fs laser pulses for the relation to hold), but are so intense that
they can excite in their wake a relativistic plasma wave via the onset of Raman
forward scattering (RFS) parametric instability. In this scenario, the propa-
gating electromagnetic wave decays into a forward propagating Stokes wave,
an anti-Stokes wave, and a relativistic plasma wave. The beating of the laser
electric field with the Stokes waves can eventually modulate the laser envelope,
making it possible to be resonant with the plasma wave in the so-called self-
modulated laser wakefield regime (SMLWF) [37]. In this framework, more than
10 years ago first encouraging results initiated the path towards the optimization
of a laser-plasma accelerator [38, 39, 40]. Further progresses of laser science and
the availability of laser pulses with duration of few tens of fs and suitable power,
made then it possible to enter quasi-resonance regimes closer to the theoretical
requirement (1.7). This led to enter the forced laser wakefield (FLWF) scheme
of acceleration, allowing electrons with energy up to 200 MeV to be produced
with 30 fs, 2-3 J laser pulses at LOA laboratory in France [41] and the enhance-
ment of the electron yield with 1 J, ∼50 fs duration pulses at LBNL laboratory
(USA) [42]. It has to be noted that most of these experiments have the common
feature of poor quality of the electron beams. In the SMLWF regime, in fact, the
laser pulse extends over several plasma periods, thus interacting with electron
bunches accelerated by different plasma waves and degrading the output beam
quality in terms of spatial collimation and monochromaticity. Even in the case
of FLWF, the energy spread was found to reach values of approximately 100%,
reducing the applicability of such high energy electron sources.

The first observation of monoenergetic beams from a laser-plasma accelera-
tor rapidly followed the improved control of the plasma density, as well as the
use of pre-formed hollow channels able to guide the laser pulse over several op-
tical diffraction distances, and was reported by three groups from LOA, LBNL
and RAL laboratories [43, 44, 45] in 2004. Energies of about 100 MeV in ac-
celeration paths of the order of 1 mm have been achieved in supersonic gas-jets
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targets, with energy spreads ranging from 2 to 24%.

Theoretical knowledge of the underlying physics has also grown with the ex-
perimental results and laser science development, providing numerical proofs
and supporting simulations for different regimes of laser-target interaction. The
pioneering work of Pukhov and Mayer ter Vehn [46] showed that a highly non-
linear acceleration regime is onset when a sub-10 fs, 20 mJ laser pulse propagates
in a plasma with ne = 3.5·1019 cm−3, or a 33 fs, 12 J pulse travels in a plasma
with ne = 1019 cm−3. In these two cases, 3D particle-in-cell numerical simula-
tions show that the pulse propagates leaving a hollow sphere in its back, on the
rear side of which a bunch of electrons can accumulate pushed by the radiation
pressure of the electromagnetic pulse. This alternative mechanism of electrons
loading can yield energies of 50 MeV in the first case and 300 MeV in the second
case. In this framework, monoenergetic electrons production has been demon-
strated [47, 48]. The case in which the whole laser energy is trapped in a single
filament, as the one discussed in ref. [48] is however unlikely to happen [49].

Alternative schemes for the injection mechanism have been proposed that con-
cern wavebreaking, in order either to enhance the control on the process and to
develop a scheme that does not imply the destruction of the accelerating struc-
ture, that on the contrary can happen in case of uncontrolled wavebreaking. A
scheme in which only a portion of a plasma wave is interested by the breaking
was proposed by Bulanov et al. [50], who demonstrated with 1D simulations that
a gentle inhomogeneity in the longitudinal electron density profile of the plasma
could provide breaking of the plasma wave and electron injection even well be-
low the threshold (1.13). As introduced in section 1.2.1, in fact, wavebreaking
occurs when the quiver velocity of the electrons in the wave is equal to the phase
velocity of the wave. Furthermore, it can be shown that the plasma wave wave
number depends on time through the relation ∂k/∂t = −∂ωpe/∂z, in which k

is the wave number and z the longitudinal coordinate. It then implies that an
electron density downramp would contribute to lower the wave phase velocity
thus favouring the wavebreaking condition (notice that the laser group velocity
on the contrary increases, due to the lower electron density). Bulanov’s work
considered a transition scale length L � λpe and demonstrated wavebreaking
in the first plasma period behind the laser pulse and the subsequent trapping
of the electrons in the second plasma bucket. Numerical simulation works re-
lated to this electron density transition scheme have been carried out also with
2D and 2.5D particle-in-cell codes for L ≤ λpe (sharp transition) [51, 52], and
demonstrated the production of high-quality electron bunches.

As a comment for this technique, it must be said that the reduction of the
plasma wave phase velocity represents a limit on the maximum energy that
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an electron can gain if it is phase-matched with that wave. This means that
this technique is not so much suitable for single stage experiments that aim
to produce hundred of MeV (or higher) electrons, but could be an important
first-stage injector of monoenergetic, ultra-short electron beams in possible fol-
lowing acceleration stages. This path has been considered very recently with
the demonstration of controlled injection obtained focusing a 10 TW, 47 fs
laser pulse on the downramp density gradient of a Gaussian-shaped gas-jet at
LBNL [53].

1.2.4.2 External injection

An alternative technique for injection of electrons in the “plasma accelerator”
relies on the utilization of a bunch of electrons originating from a conventional
RF linac coupled to the laser-plasma device. As stated above, a set-up that
involves a linac and a high-power laser requires a dedicated facility, so that this
kind of experiments are quite hard to be carried out in laser-matter interaction
laboratories worldwide. Moreover, given the possibility to dispose of such a
particular arrangement, a number of experimental problems have to be overcome
in order to create a competitive electron source. To date, the acceleration via
laser wakefield of externally injected electrons with energy spread significantly
smaller than 100% has not been successfully demonstrated in experiments [54,
55]. This is due to a series of constraints that must be satisfied in the production
of the electron beam to be injected in the laser-plasma.

There are actually two main types of electron injection in a plasma wave
capable of induce trapping of the particles and then efficient acceleration to
ultra-relativistic energies. The first technique relies on sending in the laser pro-
duced plasma a packet of electrons whose γ ≈ γp at the right point within the
plasma, in phase with respect to a accelerating electric field associated to a
given plasma wave crest. The second way concerns sending an electron bunch
with γ � γp a little ahead of the laser pulse, in a way that, being overtaken by
the laser wake, is then trapped in a subsequent plasma period.

Among the problems that, until now, have not come to a reliable solution, laser-
plasma and accelerator experimentalists are facing the requests on the spatial
extent of the seed electron bunch. In fact, in order to be injected in the accel-
erating region of a plasma wave travelling in the wake of an ultra-short laser
pulse, the particle’s bunch must have longitudinal dimensions smaller than λpe.
Given that λpe is of the order of ten microns for a plasma with electron density
of 1019 cm−3, while in terms of transverse dimension, the optimum would be to
dispose of electron bunches with extent of the order of the laser waist size w0.
A problem arises thus from the bunch lengthening caused by the space charge
forces that repulse the electrons away from each other in such a tightly com-
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pressed bunch. Present beamline accelerators are capable of focusing electron
bunches in spots with size of at least 30 µm [56]. It has however been shown
that the plasma wave itself can behave as a slicer for longer electron bunches
that span over several plasma wave lengths [57]: in a theoretical work, Gordon
et al. found that if a monoenergetic bunch of electrons extending over several
λpe is injected in a train of plasma waves in the wake of a laser pulse, then the
wakefield forces exerted by the plasma structures can phase-bunch the particle
beam. Provided a fine-tuning between the electron energy and the plasma wave
amplitude, this effect can affect up to the 50% of the original electron packet,
the rest of which being radially expelled or overtaken by the plasma waves. It
has to be noticed that with the present technology only less then 10% of the
charge contained in a linac-produced bunch can be trapped by the wave.
A second problem regards the temporal synchronization of the electron packet
with the plasma wave. In fact, nowadays RF-photogun technology is not ca-
pable of producing bunches with temporal duration of the order of sub-10 fs,
that is the typical time-scale that comes at play in plasma-based acceleration
experiments (a plasma density of ne=1019 cm−3 implies that the plasma wave
period Tpe '40 fs). All the same, this selection of the proper injection phase can
be relaxed in the scheme proposed by Gordon et al. [57], since the slicing effect
of the plasma wave resulting from his simulations enables the use of electron
bunches with duration higher by more than one order of magnitude (≥100 fs).
Finally, when laser wakefield acceleration in gaseous targets (specifically super-
sonic gas-jets) in considered, further attention has to be paid to the density
gradients at the vacuum-plasma boundaries, that can degrade the temporal,
spatial and energetic uniformity of the externally incoming electron beam. This
effect has been recently studied [58], and evidenced the possibility that a high-
energy electron injected in a gas-jet can be scattered at the edge of the target
region due to the variable wakefield experienced. As it will be shown in the
next chapters, usual transition lengths for a gas-jet range from few to tens of
hundreds microns. In this regions, electric and magnetic field can be generated
with variable accelerating or decelerating features (that follows the increasing
density toward the center of the jet), that can defocus the original beam. As
a solution, the injection of the electron beam in the wakefield at an angle has
been proposed in ref. [58]

The SPARC-PLASMONX facility for external injection experiments
As an example of facility in which a state-of-the-art linac is coupled to a high-
power laser, it is worth mentioning the SPARC-PLASMONX facility at the Lab-
oratori Nazionali di Frascati (LNF) of the INFN (Istituto Nazionale di Fisica
Nucleare), Italy [59]. At LNF, in fact, the so-called FLAME (Frascati Laser for
Acceleration and Multidisciplinary Experiments) laser system is under installa-
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tion, while the SPARC linac is already operating.
FLAME is a >200 TW Ti:Sa laser system delivering pulses with duration <30 fs
at 800 nm at a repetition rate of 10 Hz, and is characterized by a power con-
trast ratio of the femtosecond pulse to the nanosecond amplified spontaneous
emission pedestal higher than 109.
The SPARC photoinjector provides high brightness electron beams with energy
higher than 150 MeV for the investigation of free electron laser (FEL)-based
experiments.

Most of the proposed program for both the systems relies on the synchro-
nization of FLAME laser with the SPARC photoinjector laser, in order to have
a temporal jitter between the radiofrequency and the ultra-short pulse below
1 ps. Besides the laser wakefield acceleration experiments with external injec-
tion, the set-up is conceived also for the creation of a Thomson backscattering
source of tunable monochromatic X-rays (20-800 keV).
The main characteristics of both the FLAME-delivered pulses and the SPARC
linac-produced electron bunches are summarized in fig. 1.5 (a) and (b).

   

Laser parameters Linac parameters

Energy
Beam size
Pulse duration
Peak power
Intensity
Fluence
Rep. rate
Contrast ratio

~ 5.5 J
90 mm
< 25 fs

> 200 TW 
> 1020 W/cm2

~ 80 mJ/cm2

10 Hz
> 109

155­200 MeV
1.1 nC

1-10 Hz
100 A

2 mm·mrad
0.2 %

0.06 %
~ 4 ps

Bunch energy
Bunch charge
Rep. rate
Peak current (>50% bunch)
Norm. emittances (int.)
Total corr. energy spread
Total uncorr. energy spread
e- bunch duration (RMS)

(a) (b)

Figure 1.5: Main parameters for both (a) the FLAME laser and (b) the SPARC electron

linac.

The schematic layout of the arrangement for the multiple beam lines coming
from the linac is shown in fig. 1.6. The three RF linac sections send the beam,
through a quadrupole triplet, a beam collimator and a first RF deflector, to
a double bend dog-leg beamline that brings the electron bunches up to final
focusing in the interaction regions.
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quadrupoles
dipoles

Photoinjector

solenoid

RF deflector
collimator

RF sections Undulator modules

Figure 1.6: Layout of the arrangement for the multiple beam lines used for the SPARC linac

and for the PLASMONX Project.

1.3 The design of an efficient laser-plasma ac-

celerator

As pointed out in section 1.2.1, large amplitude electric fields associated to
plasma waves excited by the passage of a short, intense laser pulse in a plasma
exceed by several orders of magnitude the electric fields of the conventional RF-
based particle accelerators. An electron that travels in phase with a plasma
wave in the wake of the laser driver can thus gain a huge amount of energy in
very short distances. It becomes then natural to start thinking about how to
design a plasma-based accelerator to reach a high energy gain.

In section 1.2.4.1 the condition for electrons self-trapping in the plasma wave
has been discussed with reference to the closed orbits in the phase space (γ, ψ),
and the limiting relation for minimum and maximum electron gamma factor
are expressed by eq. (1.26). An electron in phase with the wave gains thus the
maximum energy when it is injected with the lowest possible energy for trapping
(γm) and it is extracted from the wave with the highest gamma (γM ). It follows
from this consideration that:

∆Wmax = (γM − γm)mec
2 = 2 ·mec

2
√
γ2
p − 1

√(
1 + 2γp

δne
ne

)2

− 1 (1.27)

that in the limit of underdense plasma (ne � nc) reduces to:

∆Wmax = 4 ·mec
2γ2
p

δne
ne

. (1.28)
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As an example, consider a fully ionized helium plasma with electron density of
2·1018 cm−3 and a laser driver with wavelength λl=800 nm: in this case γp ≈ 30
and the maximum energy gained by an electron reaches approximately the value
of 1.8 GeV.

It turns out that laser-driven plasma accelerators provide a very promising alter-
native to standard particle accelerators, being competitive even from the point
of view of final electron energy. The next step would then imply the design
of custom-energy accelerating devices. In order to do so, there are however at
least three problems to be resolved, which concern the underlying physics of
laser propagation in plasmas and the phase matching of electrons with the ac-
celerating electric field. These problems can be regarded to as “the three D’s of
laser accelerators” [60], namely:

1. diffraction of the laser pulse;

2. depletion of the laser power;

3. dephasing of the electrons with the wave.

Overcoming of issue 1. has been discussed in section 1.2.2. In order to
design a reliable plasma based accelerator, it must be noted that current exper-
iments demonstrate need for employment of a waveguide, rather than relying on
laser self-focusing that is limited by an intrinsic lack of control due to its highly
non-linear nature, and results thus inefficient for a stable device. Furthermore,
optical guiding relaxes the constraint P � Pc for relativistic self-guiding, open-
ing to operation at lower intensities and thus more stable regimes.

The second issue to be considered, i.e. the depletion of the laser power, is
due to the fact that the laser in its propagation transfers its energy to the
plasma in the excitement of the plasma waves in its wake. When a significant
part of the laser energy has been absorbed by the plasma waves, an efficient
further excitation of the accelerating structure becomes inhibited, and the ac-
celeration is highly limited. To evaluate the maximum distance over which the
pump depletes, Lpd, it is sufficient to equate the energy in the driving laser pulse
with the energy gained by the plasma waves left behind, E2

wakeLpd = E2
lasercτL,

obtaining [10, 61]:

Lpd '
(
ω2

ω2
pe

)
λpe ·

{
a−2
0 a2

0 � 1
a0/3π a2

0 � 1
(1.29)

in which cτL is the length of the laser pulse and the second part of eq. (1.29)
results from the assumption of cτL ≈ λpe, following the resonance condition for
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LWFA. It has to be noted that in case of cτL > λpe, i.e. for experiments in
which excitation of the plasma waves is obtained as consequence of laser pulse
self-modulation (see section 1.2.3), the distance for pump depletion is higher,
due to the fact that the energy absorption by the plasma from the laser pulse
only begins when the self-modulation process is set-on.

The third limit to the acceleration process comes from the dephasing of the
electrons with the plasma wave. As it was briefly introduced in section 1.2.4.1,
as long as an injected electron gains velocity via the electric field associated to
the plasma wave it is co-travelling with, it will eventually outrun the accelerat-
ing structure thus entering into a decelerating region, as it is shown by fig. 1.4.
There is then a maximum distance an electron can travel remaining into an
accelerating field region. This distance Ldeph, called dephasing length, can be
estimated considering the slippage of a particle that travels through a moving
plasma wave half-length and the plasma wave itself: given the velocities of the
particle (≈ c) and of the wave (eq. (1.17)), the relation

c ·

[
1−

(
1−

ω2
pe

2ω2

)]
Ldeph
c

=
λpe
2

(1.30)

is obtained. This expression gives then:

Ldeph = γ2
p · λpe '

a2
0

2
Lpd . (1.31)

The dephasing length represents a lower limit for the acceleration distance, since
it is clear that if the acceleration length for electrons is smaller than Ldeph, no
particle will gain as much energy as possible up to the maximum value expressed
by eq. (1.27). On the contrary, if the acceleration length exceeds the dephasing
length, trapped electrons begin to dephase with respect to the wave, but they
can have gained as much energy as ∆Wmax. Furthermore, it must be noted
that the use of low plasma electron densities returns as a need to increase the
electron energy, since Ldeph grows with decreasing ne.

From eq. (1.15), eq. (1.29) and eq. (1.31) it follows that the relation zR �
Ldeph . Lpd holds. To have an idea of the orders of magnitude of such quan-
tities, consider a typical non-record laser-plasma experiments: for a laser pulse
of 0.8 µm wavelength, a0 = 0.8 focused in a spot with size r0 ' λpe ≈ 15 µm
the propagation length are zR ≈ 0.09 cm, Ldeph ≈ 0.53 cm and Lpd ≈ 0.82 cm.

In the acceleration experiment presented in this thesis (chapter 3), laser
parameters were such that a0 ≈ 1 ÷ 2, so that the pump depletion and the
dephasing lengths assume approximately the same value.

It turns then out that the acceleration distance is limited from below by the
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Rayleigh range zR over which the laser radiation has the maximum intensity
without guiding, and is limited from above by the pump depletion length Lpd.
As stated before, in case of self-modulation of the laser pulse to match the
plasma wave length, the real value for these quantities increases. This means
that the guiding of the laser radiation over distances that exceed the Rayleigh
range by several times cannot be avoided in order for the injected electrons to
reach higher energy.

1.3.1 The choice of the target

The dependence of the dephasing length on the plasma electron density follows
from the relation (1.31):

Ldeph ≈
λ3
pe

λ2
∝ n−3/2

e (1.32)

Being the laser-plasma acceleration process very critical on both laser driver and
plasma medium intrinsic characteristics, target design and shaping is a major
task in every experimental campaign. The precise control of the amplitude of
target plasma’s ne, as well as its spatial profile and the overall dimensions can
provide a useful tool in order to maximize the electron energy Ee, reduce the
energy spread ∆Ee/Ee, increase the number of electrons in the bunch (bunch
current), extend the diffraction limited distance traveled by the focused pulse at
high intensity. In order to achieve these improvements, several kinds of targets
have been designed and tested. Among them, gas-jets, capillaries, and solids
targets have up to now given important results.

Interaction of high-intensity laser pulse with supersonic gas-jets delivered by
fast electromagnetic valves is the most common technique in LWFA experiments
worldwide. This kind of target allows a uniform, underdense plasma to be the
interaction medium, with a density that can be tuned by managing the pressure
of the neutral gas in the reservoir. Furthermore, the interaction length can
be increased or reduced by changing the dimensions of the gas exit slit, while
fast valves enable high repetition rates and suitable synchronization with the
laser pulse arrival. Injection of electrons in the plasma waves can moreover be
improved by fine-tuning the laser interaction point with respect to the steep
neutral density gradients at the gas entrance and exit edges.

Gas-jets enable also a quite custom shaping, provided the pre-ionization
of the neutral gas by means of a precursor laser beam or of the amplified
spontaneous emission (ASE) pedestal that usually precedes ultrashort pulses.
High-quality electron bunches with Ee ≥ 80 MeV and a few π·mm·mrad emit-
tance has been obtained with a technique related to the “ignitor-heater” guiding
scheme: one first laser pulse ionizes a hydrogen plume while a second pulse heat
and shape the plasma where a third laser pulse creates the accelerating struc-
ture [62]. The same group has recently observed that focusing the laser pulse on
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the downramp of a hydrogen gas-jet can reduce the accelerated electron bunches
emittance to tenth of π·mm·mrad [53].

Monoenergetic electron production with Ee ≥ 200 MeV has been demon-
strated in gas-jets, by optimizing the value of ne in order to find a relation
between λpe and c · τL in which the pulse duration is shorter than the plasma
period and the plasma waves are bubble-shaped [47]. A technique of counter-
propagating colliding laser pulses has been recently implemented in order to
obtain a more efficient controlled injection of electron in a 2 mm helium gas-jet:
it has been showed that with this technique electrons with Ee between 15 and
250 MeV, ∆Ee/Ee < 10% and low divergence can be produced [63].

It must be said that, in terms of energy gain, a real progress to make plasma-
based accelerators competitive with traditional RF-based facilities has been
found in using gas-filled capillaries. With this kind of capillaries, developed
at Oxford University, record electron energies of 0.5 and 1 GeV have been ob-
tained with 12 TW and 40 TW laser pulses, respectively, in a 3.3 cm long
capillary [27]. Guiding and high-energy gain acceleration has also been demon-
strated in a 1.5 cm long sapphire capillary with 18 TW, 42 fs laser pulses,
with achieved maximum energy of 500 MeV in a not stable repeatability and of
200-300 MeV in a more reliable way [64].

A minor but promising line of investigation concerns the use of plasmas
pre-formed from thin foil targets, via the exploding-foil technique [65]. In this
scheme, a thin foil of material, usually plastic of few micron thickness, is ex-
ploded in the interaction with the ASE pedestal. The main pulse interacts then
with the pre-produced plasma enabling the onset of the LWFA mechanism. The
choice of the thickness and material of the target, as well as ASE optimization,
must then account for the possibility of producing a suitable plasma profile for
acceleration and for the produced electron bunches not to be attenuated in their
path forward.

1.3.2 The bubble regime and scaling to high energy

In section 1.2.4.1 it was mentioned that a 3D particle-in-cell simulation work
evidenced the existence of a blow-out acceleration regime that is entered when
the driving laser pulse longitudinal and transverse size are smaller than the
plasma wavelength [46]. In this regime, provided the energy contained in the
laser pulse is sufficiently high, the ponderomotive force exerted by the edges
of the pulse expels electrons radially, creating a cavity with no electrons but
only unshielded ions just behind the pulse. The expelled electrons accumulate
at the borders of the cavity (called “bubble”) and slip back with respect to the
laser flowing into the crest of the first plasma period in the laser wake. At this
point, those electron trajectories intersect with each others, leading to injection
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in the first plasma bucket. This acceleration mechanism, although highly non
linear in its nature, is found to generate a stable structure (the bubble) and
able to generate ultra-short electron bunches with quasi-monochromatic energy
spectra.

The bubble regime is entered when the laser pulse duration is shorter than
the plasma wavelength, i.e. a pulse with 60 fs duration FWHM require a plasma
density lower than or equal to 3·1018 cm−3. For higher plasma densities, this
mechanism can however be achieved provided the laser propagation distance in
the plasma is such to enable self-focusing and self-compressing of the driving
pulse. Once more the need for optical guiding of the laser pulse emerges as a
fundamental requirement.

In order to obtain scale-laws to extremely high energy and laser power, a
twofold approach has been performed in the last three years. The first, tem-
porally speaking, makes use of similarity analysis to get the scaling relations
for electron energy, number and conversion efficiency of laser energy into quasi-
monoenergetic electrons and was performed by Gordienko and Pukhov [66].
The second approach is based on the development of a phenomenological the-
ory carried out by Lu and coworkers [67]. Each of these cases relies upon some
assumptions that concern the laser strength parameter and the matching of its
focusing conditions with the plasma parameters. These two cases are briefly
reviewed in the following, with the relative retrieved scaling laws.

The similarity approach The theory developed by Gordienko and Pukhov is
based on the following assumptions: ultra-high laser strength parameter a0 � 1
(ultra-relativistic limit), very underdense plasma, focal spot size w0 and laser
pulse duration τ as large as k0w0 � 1 and ωτ � 1, where k0 and ω are laser
wavenumber and frequency. If these hypotheses are satisfied and the similarity
parameter S = ne/a0nc is constant with simultaneous changes of laser strength
and plasma density, then the laser-plasma dynamic is similar and the maximum
energy for the quasi-monochromatic peak in the electron energy spectrum can
be found to scales as:

Epeake ≈ 0.65mec
2

√
P

Prel

cτ

λ
(1.33)

where P is the laser power, Prel ' 8.5 GW and λ is laser wavelength. Further-
more, the number of electrons in the peak is given by:

Npeak ≈
1.8
k0re

√
P

Prel
(1.34)

and the acceleration length is found to be:

Lacc ≈ 0.7
c · τ
λ
zR . (1.35)
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The conversion efficiency of laser energy into electrons energy results: η =
Epeake Npeak/Pτ ≈ 20%. The numerical coefficient in front of relations (1.33)
to (1.35) are derived from theoretical simulation. It has to be noted that this
analysis is valid for a0 ≥ 2

√
nc/ne and is supported by simulations performed

with values of a0 ranging from 20 to 80, so are characteristic of laser-plasma
interactions at extremely high intensity. However, they can provide a useful tool
in the design of set-ups at large facility scale.

The phenomenological approach The phenomenological approach pro-
posed by Lu et al. [67] takes advantage of the known relations for plasma waves
excitation and beam loading in the wake of a high-intensity laser pulse, as well
as pump depletion and electron dephasing lengths, to develop expressions of
the same kind of the ones presented above. The assumptions that are at the
basis of Lu’s work are the following: quasistatic approximation (i.e. the laser
envelope does not evolve significantly during its interaction with an electron),
very underdense plasma (ne � nc), a0 ≥ 2, besides a laser waist matched to the
bubble cavity (kpR ' kpw0 = 2

√
a0 where R is the radius of the hollow sphere

behind the laser pulse). If these conditions are satisfied, then the energy gained
by injected electrons (either self-injected or externally injected) is:

∆Ee[GeV ] ≈ 3.8
(
P

Pc

)−2/3
P [TW ]

100
(1.36)

in which Pc is the critical power for relativistic self-focusing. The number Ne
of electrons in the accelerated bunch is then found to be:

Ne ≈ 2.5 · 109λ[µm]
0.8

√
P [TW ]

100
(1.37)

and the acceleration length:

Lacc '
4
3
ω2

0

ω2
pe

√
a0

kpe
. (1.38)

The difference of these formulas with respect to the ones in the paragraph above
relies, according to ref. [67], in the scaling obtained for Lacc, since in the previous
case the similarity theory predicts that the limit on the acceleration length is
given by the plasma wavebreaking, in order to have the monoenergetic peak in
the electron energy spectrum; in the phenomenological theory, on the contrary,
the main limit to Lacc comes from the laser depletion.
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Chapter 2

Studies on ultra-short laser

pulses propagation in gas

Introduction

The effects, either linear or non-linear, that originate from the propagation of
an ultra-short, ultra-intense laser pulse in a plasma stay at the basis of the
mechanisms that rule the acceleration of electrons, as evinced from the previous
chapter. The results attainable from a given experiment are as better predicted
as better the propagation and evolution of the laser pulse in the target are com-
prehended. In order to perform experiment of particle acceleration in plasmas,
several interaction parameters have to be well characterized, since in this way
it become possible to obtain the interaction reproducibility. Generation of laser
pulses with duration of tens of femtosecond, in fact, necessarily implies that
several effects occurring in the complex laser chain can affect the final delivered
pulse. One of the most relevant problems is the presence of one or more precur-
sors in the temporal profile of the pulse. Depending on the ratio of the power
of such precursors with respect to the peak power of the main short pulse (nor-
mally between 106 and 1010), and considering that this latter is usually focused
at intensities that easily exceed 1019 W·cm−2, the intensity of the precursors can
be well above the ionization threshold of the majority of targets (either solids
or gases). This occurrence changes radically the scenario of the laser interaction
with the target, since it can happen that the short femtosecond pulse interacts
with a pre-plasma rather than the solid or gaseous medium. Obviously the in-
teraction conditions also depends on the timing and duration of the precursor
with respect to the main pulse, as the pre-formed plasma evolves prior to the
high-intensity interaction. Furthermore, numerical codes exploited to model the
wakefield acceleration (more frequently “particle-in-cell” or PIC [68] codes), do
not have built-in interaction of laser emission prior to the main pulse nor ioniza-
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tion of the medium, being able only to describe the interaction of the ultra-short
intense pulse with a fully ionized plasma. This makes experimental results often
surprising with respect to the numerical description of the process, as shown for
example in the case of laser interaction with overdense plasmas [69]. In fact,
even in the cases in which the pre-pulse action can be ignored, the ionization
of the medium by the main pulse can deeply change its propagation due to self
modulation and self defocusing caused by the fast change in the refractive in-
dex or generation of intense local electric and magnetic fields. More frequently,
however, the “initial status” of the medium with respect to the intense pulse
propagation has been “prepared” by the early interaction with the pre-pulse. A
description of the origin of such precursors is given in the following, however it
is possible to indicate three main kinds of pre-pulses: i) a sort of early “replica”
of the main pulse due to the imperfect cut of the previous pulses produced
by the laser oscillator (since a typical repetition rate if an oscillator is of the
order of 50-100 MHz, the closest “replica” precursor precedes the main pulse
by tens of femtoseconds) ; ii) the Amplified Spontaneous Emission (ASE) of
radiation by the different elements in the laser chain, with a typical duration of
a few nanoseconds and an amount of energy comparable with the main pulse,
although at much lower power rate; iii) a picosecond pedestal which always
precedes the main pulse due to the imperfect compression of the stretched am-
plified pulse at the end of the CPA system.

In this chapter, basic properties of the temporal quality of an ultra-short laser
pulse are first briefly reviewed, then a study is presented concerning the inter-
action of ultra-short radiation with a subsonic helium flow from an electrovalve-
controlled nozzle. In order to characterize the interaction of a typical ASE-like
pre-pulse, an experiment has been performed at the Intense Laser Irradiation
Laboratory of IPCF-CNR in Pisa (Italy) with a 3 GW laser system delivering
pulses of 3 ns duration FWHM; the results are presented in section 2.2. The
same gas-jet has then been used in a second experimental campaign, carried
out at CEA Centre of Saclay (France), in which the effect of the ASE pre-pulse
on the femtosecond main pulse propagation has been studied; results from this
experiment are presented in section 2.3, as well as a numerical modelization of
the interaction.

2.1 The temporal profile and contrast of fem-

tosecond laser pulses

For first, it is worth to give a definition of laser “contrast ratio”, for as it will
be used in the following: with this term the ratio of the peak power of the main
femtosecond pulse to the power of the preceding (the following ones are not
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relevant for the main interaction) precursor pulses is indicated. These pedestals,
which can be assumed as all the components in the delivered light but the main
fs pulse, can have duration of a few nanoseconds down to femtoseconds. There
are at least three main sources of such precursors:

1. oscillator background: the laser oscillator, typically running at repetition
rate ≤ 100 MHz, can produce a replica of the main pulse due to the
imperfect cut of the previous pulses by Pockels cells incomplete switching.
This kind of prepulse usually precedes the high power pulse by at least
10 ns, and ordinary electro-optical cutting of this precursor reduces its
energy to an extremely low level, so that it can be usually ignored. Typical
contrast ratio: >108.

2. Amplified Spontaneous Emission (ASE): this kind of precursor originates
from the amplification of photons by means of all the amplifying elements
in the chain, and it is not directly associated with the main pulse, thus not
having a spectral phase relation with the main pulse that would enable the
compressor to temporally compress it. The time duration of a typical ASE
prepulse is a few nanoseconds and, due to the progressive amplification
in the laser chain stages, can carry as much energy as the main pulse,
although at much lower power rate. Typical contrast ratio: >106 (up
to 1010 can be achieved with special devices, like “plasma mirrors”).

3. Imperfect compression of the stretched amplified pulse in the CPA system.
This is due to the spectral dispersion introduced by the stretcher that,
together with the dispersion introduced by the other elements in the CPA
chain, cannot be perfectly recompressed by the compressor. These defects
in the spectral phase result in a picosecond pedestal prior to the main
pulse. Typical contrast ratio: >103.

2.1.1 Measurement of the laser pulse duration and con-

trast

Although it is of crucial importance for the comprehension of experimental
results, the measurement of ultra-short and ultra-intense laser pulses is quite a
hard thing to be performed. In fact, the request to monitor the different pre-
pulses that couple with the main pulse is to have a high dynamic range over
more than ten decades of laser intensity. Picosecond pedestal has to be studied
with a good temporal resolution together with the need of resolving also the
femtosecond principal pulse.

Because of the shortness of the laser pulses we are dealing with, there is
no possibility to characterize the temporal and intensity shape of the pulse in
a satisfactory way with photomultiplier tubes (whose resolution is limited to
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fractions of nanoseconds) or optical streak cameras (that have not accurate res-
olution below 500 fs). It is therefore necessary to make use of an autocorrelation
technique: the pulse waveform is retrieved by evaluating the correlation function
of its intensity:

C2(3)(τ) =
∫ +∞

−∞
I(2)(τ)I(t+ τ)dt (2.1)

Second order autocorrelation (C2) has been widely used in order to measure the
pulse amplitude and phase [70], but it presents an ambiguity in time direction
and a relatively small dynamic range. Third-order autocorrelation overcomes
those problems, making it possible to determine the front and rear profile of the
pulse intensity by introducing asymmetry in the function C3, and also allowing
a large dynamic range to be investigated. The nonlinear I2(t) factor in 2.1
is produced by means of second harmonic generation from I(t) in a nonlinear
crystal (for example, standard BBO crystals are commonly used), while the
correlation is provided by sum frequency mixing in the same crystal [71].

One experimental feature that is relevant for the majority of experiments
is the possibility to perform pulse characterization measurement on single-shot
basis. This is mandatory when trains of pulses have to be characterized at high
repetition rates.

The electric field associated to a laser pulse can be expressed as a mono-
dimensional complex function of either time or frequency. Among the techniques
that have been developed to measure the shape of ultra-short laser pulses, some
are based on the construction of two-dimensional experimental trace while others
rely on mono-dimensional trace reconstruction. Depending on this difference, it
is possible to recognize two main classes of techniques: a spectrography-based
one and an interferometry-based one.

Spectrographic techniques consist in measuring the time-frequency repre-
sentation of the pulse, and reconstructing the analytic signal of the pulse by
means of an iterative algorithm from the experimental trace. An example of
this technique is Frequency-Resolved Optical Gating (FROG) spectrogram [72].
In a FROG measurement, the signal from the autocorrelator is spectrally re-
solved, so that instead of measuring the energy as a function of time (as given
by the autocorrelation), FROG gives the signal spectrum versus time by adding
a spectrometer to an autocorrelator.

On the other hand, there is a class of techniques based on the measurement
of interference between different frequencies in the pulse spectrum. In this
case the experimental trace is mono-dimensional and the inversion algorithm
is noniterative. This is the case of Spectral Phase Interferometry for Direct
Electric-field Reconstruction (SPIDER) [73]. In SPIDER measurements two
replicas of the input laser pulse are generated and time delayed with respect
to each other. Then, they are frequency mixed with a stretched pulse in a
Type II nonlinear crystal, resulting thus spectrally sheared from each other. The
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interference between this pair of pulses is recorded by a spectrometer followed
by an integrating detector.

2.1.2 Pulse cleaning: the plasma mirror

In order to reduce the level of the nanosecond and picosecond pedestals, there are
two main options: the first relies in the improvement of the optical components
of the laser chain, i.e. to reduce the spontaneous emission (to limit the ASE) or
to better the compression of the spectral phase, while the second relies in the
production and insertion in the laser chain of external devices to actively modify
the produced pulse by means of non-linear filtering, i.e. saturable absorbers
or “double CPA” [74, 75]. The second option includes the so-called “plasma
mirror” (first proposed by Kapteyn at al. [76]): it uses a thin dielectric layer
onto which the femtosecond pulse coming from the compressor impinges. After
focusing, the pedestal is transmitted through the material, while the main pulse
is reflected by the super-critical plasma created at the device.

The fact that the plasma mirror is conceived to be placed after the compres-
sor, on the pulse way to the target, makes it non-invasive with respect to the
whole laser chain.

The main tasks for this device concern then the need to keep the initial
reflectivity as low as possible, so that the precursor can be transmitted away,
and final reflectivity as high as possible, in order to have the maximum energy
in the laser pulse after the plasma mirror. Furthermore, the dielectric plate has
to be moved after each shot, requiring the synchronization of laser shots and of
the mirror positioning system to be as accurate as possible in order to exploit a
high repetition rate effectiveness. Most of the practically used plasma mirrors
is used on a single-shot basis and reduce the pulse energy by roughly the 50%.

2.1.2.1 A practical implementation of plasma mirror: the UHI10
laser system at CEA/Saclay

As an example of laser systems that employs the advanced technique of plasma
mirrors to temporally clean the pulse, the Ultra-High-Intensity 10 TW laser
system (UHI10) that has been operative from 1997 to 2008 (before the upgrade
at 100 TW) at the Saclay Laser-matter Interaction Centre (SLIC) of Commis-
sariat à l’Énergie Atomique (CEA) in Saclay (France) is presented. The same
technique is presently used on the new 100 TW laser.

UHI10 is a CPA-based Ti:Sapphire laser system delivering pulses on two
beams at a wavelength of 800 nm and at a repetition rate of 10 Hz. The oscilla-
tor delivers pulses with 30 fs duration and energy of 3 nJ with a spectral band of
45 nm. The stretcher then lengthen the pulse up to a duration of 300 ps such as
it can be amplified in the following stages. Of the two beams, one is called in the
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following “main” and is the high-power one used for the principal interaction
with the target; the second is called “probe” and is a lower power beam. Of the
total 4 amplification stages, the first one is a regenerative amplifier: it allows
the main pulse to attain an energy of 3 mJ; then a fast Pockels cell extract a
single pulse. The following three are multi-pass amplifiers that give the main
pulse an energy of 1.5 J. The 300 ps pulse is then compressed to 60 fs by the
compressor, that is kept under vacuum. Given the total transmission of the

Figure 2.1: Photograph of the compressor under vacuum of the UHI10 CPA-based laser

system (from http://iramis.cea.fr/femto/slic/index.php).

system of approximately 50%, the final delivered main pulse has a duration of
60±10 fs and an energy of 750 mJ, so that the peak power exceeds 10 TW. The
probe is a 50 GW pulse usually employed to probe the plasma created by the
main or to create harmonics in gaseous targets, and it is synchronized with the
main. The peak intensity reached with an off-axis parabola with f=200 mm
exceeds 1019 W·cm−2.

The plasma mirror was built up by a thin plate of glass with anti-reflection
coating. The contrast ratio for the main pulse of UHI10 was measured with a
third order autocorrelator, namely Amplitude Technologies’ SEQUOIA that up
to 1012 dynamic range and a temporal delay of more than 500 ps. The result
is shown in fig. 2.2. As it is evident, the contrast ratio of the main pulse is ap-
proximately 105 at 2 ps and 7·105 at long delays, while the contrast is increased
by more than two orders of magnitude (approximately by a factor of 150) by
the plasma mirror [78]. It is worth noting that, as introduced in the previous
paragraph, a third order autocorrelator is capable of detecting an asymmetric
shape of the laser pulse, as it is the one emerging from the plasma mirror after
the cleaning.
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Figure 2.2: Temporal profile of the UHI10 pulse without (red curve) and with (triangles) the

plasma mirror [77].

In order to prevent the ASE pedestal of UHI10 delivered pulses to damage
the samples when focused very tightly to perform experiments on high-order
harmonics generation, a dramatic increase of the contrast has been obtained
recently at SLIC facility with the implementation of a second stage of plasma
mirror added to the first one, by means of employment of two consecutive re-
flections on a set of parallel dielectric plates. The trace resulting from the
cross-correlator is shown in fig. 2.3 [79]: the ASE pedestal starts from a level
of 1010 and reaches a level of 102 at 2 ps, while in the previous case, with the
single plasma mirror, data for the same delays were 108 to 106.

Figure 2.3: Temporal profile of the UHI10 pulse without plasma mirror (black line) and with

the double plasma mirror (red line) [80].
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2.2 Experimental study on plasma channels for-

mation in gas-jet

This section presents an experiment devoted to the characterization of the
plasma created via the interaction of a low-intensity, nanosecond laser pulse
with a subsonic gas-jet. The goal of the study was to systematically describe
the plasma and its temporal evolution in different conditions of laser-gas in-
teraction, in order to explore the behavior of the ionized medium following its
creation by an ASE-like laser pulse. As pointed out in the previous chapter, for
a laser pulse to fulfil the quasi-resonance condition 1.7, its duration has to be of
the order of tens of femtoseconds. However, the preceding nanosecond pedestal
due to ASE, whose intensity is several orders of magnitude lower than the high
intensity one, interacts with the target medium few nanosecond prior to the
arrival of the short pulse. Furthermore, the peak intensity of laser pulses com-
monly employed in acceleration experiments likely exceeds 1019 W·cm−2, while
the ratio to the ASE intensity for systems with no cleaning devices is typically
of the order of 106. It follows that an ASE pre-pulse intensity of 1013 W·cm−2

is by far above the threshold for gas breakdown, so that the short femtosecond
pulse usually propagates in a pre-formed plasma rather than in a gas. Such a
plasma has the time to hydrodynamically evolve, and its evolution can be used
to make the plasma as suitable as possible for an improved propagation of the
main pulse and consequent efficient acceleration.

The results presented here are oriented to find the most suitable conditions
to improve the acceleration length [81, 82]. To this purpose we use the well
established data [83] on optical gas breakdown by laser pulses and subsequent
evolution of the plasma. To do so, an experimental arrangement to probe the
laser-gasjet interaction with a fast inteferometric technique was set-up at the
Intense Laser Irradiation Laboratory of IPCF-CNR in Pisa (Italy). The de-
scription of the experimental components and layout is presented in the next
paragraph.

2.2.1 The experimental set-up at Intense Laser Irradiation

Laboratory of IPCF-CNR

The laser system employed to study the plasma evolution driven by an ASE-like
laser pulse is a 3.3 GW Nd:YLF delivering two beams with maximum energy
of 5 J per beam at a wavelength of 1053 nm and duration of 3 ns FWHM.
The system can provide intensities up to 1015W/cm2 on target with a high
temporal and spatial quality.The laser works in single mode both longitudinally
and transversely. One of the two beams is used for the interaction with the
target, while the other is used for interferometry. As a nomenclature, the first
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will be called “main” and the latter “probe”. The scheme of the arrangement of
optical components for the experiments is shown in fig. 2.4. The probe beam is

Figure 2.4: Experimental arrangement for the plasma channels characterization at ILIL lab

of IPCF-CNR. Inset: sideview detail of the interaction region.

frequency doubled by a KDP-type crystal, so that λprobe = 527 nm and is filtered
from any remained infra-red fraction of the pulse. In order to probe the evolution
of the plasma at different delays with respect to its creation by the main pulse,
the probe beam is sent on a sliding guide mounted on millimetric graduate
reference. The probe beam crosses then the sample in orthogonal direction with
respect to the main pulse propagation direction, and enters the interferometer
set-up, after which is imaged on a CCD camera. The interferometer is built in
Nomarski configuration, and will be explained in detail in subsection 2.2.2. The
transmitted main pulse is also imaged on a CCD camera in order to monitor
the equivalent focal plane, and to image the position of the laser focus with
respect to the target. In this study, in fact, a careful control on the laser point
of interaction with the gas is needed to systematically characterize the produced
plasma.

The main pulse is focused on the target with a f/8 lens, and the resulting fo-
cal spot is almost elliptical with semi-axis of dimension (5.2± 0.2) µm and (6.0±
0.2) µm. It implies that the Rayleigh length in this case is zR ≈ 100 µm. In order
to have an intensity for the main pulse that is of the order of 1013÷14 W·cm−2,
the energy of the laser pulses was set in the range 0.3 J to 0.5 J by tuning
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the system’s amplifiers. For what concerns the intensity of the main beam, it
implies that, given the fraction of energy actually reaching the target is of the
order of 80%, the intensity on target is approximately 1.4 · 1014 W·cm−2.

2.2.2 The Nomarski interferometer

The interferometer employed in the experiment is a polarized light interfer-
ometer (named Nomarski after the first who proposed it [84]), in which two
cross-polarized beams give a completely separated interferometric images [85].
The interferometer is made up of two polarizers, a lens and a Wollaston prism; a
scheme for the Nomarski configuration of these optical components is shown in
fig. 2.5. The incoming probe beam is firstly linearly polarized by the polarizer

Wollaston prism
P1 P2

Probe F

F'

F''

L

Probe

a)

b)
x

y

z

p p'

Figure 2.5: Scheme of the Nomarski interferometer. a) Arrangement of optical elements; b)

sections of the probe beam at different positions in the layout with polarization

indicated.

P1, and then is focused by the lens slightly before the prism. The incoming
beam is splitted by the Wollaston prism, which is formed by two identical trian-
gular prisms of bi-refringent crystal, tied together to form a parallelepiped. The
optical axis of the two crystals are orthogonal to each other and to the probe
beam propagation direction. The incident light on the first prism is refracted
in two co-propagating ordinary and extra-ordinary beams, which swap their na-
ture in the passage in the second prism and exit at different angles from the
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Wollaston device. The two outcoming beams are orthogonally polarized with
respect to each other, thus the second polarizer P2 (whose axis is oriented in
a intermediate direction) makes the two polarizations be collinerar. The fringe
pattern originates then from interference of the superposed portion of the two
beams that can be imaged on the detector. Using basic optics, a relation be-
tween the distances of the optical elements can be found in order to optimize
the quality of the recorded interferograms. With reference to the coordinate
system indicated in fig. 2.5, and calling p the distance of the focus F from the
Wollaston prism and p′ the distance of this latter from the detection plane, it
follows that the position of the intensity maxima on the detector plane are [86]:

yn = n
(p+ p′)λprobe

d
(2.2)

in which d is the distance between F ′ and F ′′. Denoting with α the angle
between the outgoing beams from the Wollaston prism, the interfringe distance
on the recorded interferogram is:

l = yn+1 − yn =
(p+ p′)λprobe

d
' p′ · λprobe

α · p
. (2.3)

The Nomarski interferometer can be used at different wavelengths, since Wol-
laston prism, usually made up of calcite or quartz, is transparent in the range
180-4500 nm. Furthermore, the identical optical path for the beams originating
in the prism (F ′ and F ′′ are equidistant from F ) makes it suitable for use with
optical probes whose duration is ultra-short, while the in-line layout makes the
alignment easier than for other interferometers.

2.2.3 Gas-jet and pump-probe parameters

The subsonic gas-jet used for the experiment has been provided by the PHI
group of CEA/Saclay (France). In order to produce the high-density gas column
(up to 1020 cm−3), a stainless steel, high-speed solenoid valve was developed by
the Saclay plasma group. The valve could operate at 10 Hz repetition rate with
backing pressure up to 20 bar, and was activated by an external circuit composed
of a 110 V voltage supply coupled to a generator of TTL signals. The duration of
the delivered TTL signal sets the opening duration of the electro-valve, which
was estimated to be 10 ms FWHM. The gas-jet density distribution coming
from different nozzles coupled to this kind of electro-valve has been formerly
characterized in detail with fast interferometric techniques [87, 88].

In the following description, I will present results obtained with a rectangu-
lar slit nozzle with dimension of 3 mm in length and 0.3 mm in width.
Due to the subsonic nature of the gas-jet, the gas expands well beyond the size
of the slit after its exit from the nozzle. It will be evident from the plasma
mapping presented in the next sections. A schematic view of the interaction
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Figure 2.6: Scheme of the interaction region with the propagating main and probe pulses.

is shown in fig. 2.6. The gas used in the experiment is helium, whose backing
pressure varied from 5 to 8 bar.

The delay line built on the sliding guide shown at lefthand side of fig. 2.4 enabled
data-taking at different moments from the creation of the plasma, to follow its
evolution with time. However, in the following, data obtained with 5 ns delay
between the arrival on focus of the main pump laser pulse and the probing by
the frequency-doubled beam will be presented. With this value of time delay,
it was possible to achieve the maximum quality of interferograms and the best
reproducibility of the plasma profile.

For what concerns the geometry of the interaction region, the pump laser
beam axis was set to be in the longitudinal symmetry plane of the gas-jet.
Interferograms were recorded for different positions of laser focus with respect
to the nozzle slit, ranging from the entrance to the exit of the gas-jet. Figure 2.7
shows the coordinate system adopted to describe the interaction point between
the main beam and the gaseous target.

In the following, data related to focal positions x = −1 mm, x = 0 mm and
x = +1 mm are presented, while the laser beam axis was set 500 µm away from
the slit plane. In the spatial frame of fig. 2.7, the probe beam is directed along
the y axis.

2.2.4 Experimental results from Pisa experiment on ns

pulse propagation

Among the huge number of collected interferograms, in the following the ones
relevant to the best interaction conditions are presented. From the experiment,
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Figure 2.7: Gas-jet and laser focusing geometry. The focus of the main beam has been shifted

from the center towards both the entrance and the exit of the gas-jet through

the experiment. The coordinate system adopted is also shown. The probe beam,

not shown in figure, propagates along the y axis. The gas expansion angle from

the slit is merely indicative.

it results that a small plasma is initially produced by optical breakdown in the
gas nearby the focus; then the plasma expands along the laser propagation axis.
This expansion is due to the fastest of the following two phenomena: (i) the
“propagation” of the condition for the optical breakdown at the leading edge of
the laser pulse, or (ii) the propagation of the blast wave produced by the local
fast heating of the gas.

As it emerges from the basic data on laser-induced gas breakdown and on
laser pulse propagation in refractive media [83, 89, 90], if the initial plasma is
optically thick to the laser radiation (heavy gases and/or high pressure) the
plasma will expand only toward the laser. In the opposite case of optically
thin plasmas, expansion will take place in both directions, producing a quasi
cylindrical region of ionized gas, nearly symmetric with respect to the focal
position.

The obtained data, as for the most of acceleration experiments with gas tar-
gets, show the production of optically thin and then symmetric plasmas. The
use of large f/N number (i.e. long focal lenght), particularly suitable for accel-
eration, enables the nanosecond pulse to produce a plasma whose length on the
laser propagation axis is much larger then the transverse size. Furthermore, in
the nanosecond time-scale, the transverse expansion of the hot plasma in the
surrounding gas will result in a density depletion along the axis, as expected
from a quasi cylindrical explosion. Plasmas obtained in this condition are found
to be suitable for refractive laser-guiding over many Rayleigh ranges, opening
to an efficient use in high gain, long-scale acceleration experiments.

The most interesting condition leading to relevant data for LWFA was found
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focusing the pump laser beam 500 µm away from the nozzle slit plane on the
z axis (see fig. 2.7). At this distance from the nozzle, the neutral helium den-
sity in the jet is of the order of 5·1018 cm−3: this values has been determined
from the measurement of the electron density, since the characterization of the
atomic density of the neutral gas-jet was made very difficult by the low index
of refraction of neutral He gas.

Interferograms relevant to experimental conditions in which the laser focus
position into the gas-jet has been progressively shifted from the entrance in the
jet toward the exit are shown in fig. 2.8: the figure shows three interferograms
obtained in different conditions of laser focus positions with respect to the gas-
jet in the longitudinal direction, namely with the pump beam focused at x =
−1 mm (fig. 2.8(a)), x = 0 mm (fig. 2.8(b)) and x = +1 mm (fig. 2.8(c)). The
transverse and height positions were y = 0 mm and z = 500 µm in all the three
cases.

Comparing the size of the plasma in the interferogram with the slit longi-
tudinal size, it can be evinced that the length of the ionized gas reaches ap-
proximately 3 mm, while its shape is basically cylindrical. This cylindrical
structure is evident for all the three conditions, regardless of the focus position
in the gas-jet. The plasma length, however, is shorter than the whole available
gas extension at 500 µm above the nozzle plane, that is estimated to be roughly
4 mm. Energy ranged from 460 mJ (interferograms 2.8(a) and 2.8(b)) to 490 mJ
(interferogram 2.8(c)), so that the laser intensity on focus was of the order of
1.5·1014 W/cm2.

The procedure for analysis of the interferograms is the following: first, the
phase map was computed using a fringe analysis technique based on Continuous
Wavelet Transform Ridge Extraction [91], obtaining the phase-shift distribution
in the x-z plane with a high degree of accuracy. In particular, this technique
enables a better recognition of local variations of phase than other commonly
used techniques based on Fast Fourier Transforms. Then, the obtained phase
difference maps were in turn processed with an improved Abel inversion algo-
rithm [92] in which the usual axial symmetry requirement is relaxed by means
of a truncated Legendre polynomial expansion in the azimuthal angle. The
analysis procedure used in this thesis, which permits to obtain an accurate elec-
tron density map of the plasma starting from the fringe pattern, is described in
Appendix A. Figures 2.9 to 2.11 show the electron density maps retrieved for
plasmas related to interferograms of fig. 2.8.

Deconvolved data demonstrate the production of quasi-cylindrical plasmas
extending over several millimeters and with a hollow density channel on their
axis. The mean on-axis electron plasma density ranges from 3.5 to 4.5·1018 cm−3

for the three cases, as evident from the transverse lineouts in fig. 2.9(c), 2.10(c),
and 2.11(c). As a speculation, it can be noted that these values of electron

42



2.2. EXPERIMENTAL STUDY ON PLASMA CHANNELS FORMATION IN GAS-JET

500 m

(a) Entrance
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(b) Center
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Figure 2.8: Interferograms recorded focusing the pump laser at different positions on the x

axis along the gas-jet. (a) x = −1 mm, laser energy 460 mJ; (b) x = 0 mm, laser

energy 460 mJ; (c) x = +1 mm, laser energy 490 mJ. For all the interferograms

y = 0 mm and z = 500 µm. The position of the 3 mm long slit and of the

nominal focus of the main pulse in the gas-jet are indicated by the horizontal

solid line and by the arrow, respectively. The laser pulse propagates from the

left side of the images.
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Figure 2.9: Electron density maps obtained after the analysis of interferogram 2.8(a). (a)

3D reconstruction of the plasma density profile. (b) Density lineout taken on the

longitudinal axis. (c) Density lineout taken at x ≈ −300 µm in the transverse

direction (z axis). The origin of the z axis corresponds to 500 µm from the

nozzle.
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Figure 2.10: Electron density maps obtained after the analysis of interferogram 2.8(b). (a)

3D reconstruction of the plasma density profile. (b) Density lineout taken on the

longitudinal axis. (c) Density lineout taken at x ≈ −300 µm in the transverse

direction (z axis). The origin of the z axis corresponds to 500 µm from the

nozzle.
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Figure 2.11: Electron density maps obtained after the analysis of interferogram 2.8(c). (a)

3D reconstruction of the plasma density profile. (b) Density lineout taken on the

longitudinal axis. (c) Density lineout taken at x ≈ −100 µm in the transverse

direction (z axis). The origin of the z axis corresponds to 500 µm from the

nozzle.
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density are quasi-resonant in the LWFA regime with laser pulses of duration
τL ≈ 30 fs FWHM, according to the relation (1.7).

The density along the longitudinal axis exhibits a different behavior in the
three cases: it rises or falls depending on the focus position with respect the
gas. From the entrance to the exit of the jet, the on-axis density has a slope
that varies in sign and value, passing from a quite steep ascending tapering
(map 2.9(b)) to a smooth increasing profile (map 2.10(b)) and finally to a quite
steep descending one (map 2.11(b)). In every case, the maximum density along
the plasma axis is roughly 1019 cm−3 and is located at one end of the channel,
constituting a sort of “tip” with a few tens of µm’s width. It is worth noting how
the obtained plasmas present only a single-end tip, while on the opposite side
on the channel longitudinal axis the plasma has a rather smooth descending-
to-zero slope. This is due to the fact that, except for the case in which the
laser is focused at the center of the gas-jet, one edge of the plasma falls in a
region of lower gas density (either the entrance or the exit) where boundaries of
the jet are located. This feature nicely fits with the requirements of Sprangle’s
work, and add gas-jets to the already proposed gas-filled capillaries as target to
reach GeV energies for laser wakefield accelerated electrons. However, the use of
larger f/N focusing optics can provide plasma channel extension from one gas-
jet boundary to the other (in the laser propagating direction), in order remove
the outer tips. This can be needed in case of acceleration experiments in which
electrons are injected in the plasma from an external source (see section 1.2.4.2),
in which a density wall can degrade the quality of the electron beam.

Figures 2.9 to 2.11 show that the maximum density and the depth of the
ending tip are comparable to the ones of the walls of the channel in all cases.
This is due to the fact that the edges of the plasma cylinder are fronts of the
detonation wave that arises from the expansion of the hot plasma towards the
surrounding neutral gas. In this way also the sharp drop of the electron density
at the outer walls of the plasma can be explained, being the separation layer
between the ionized and the unionized gas. The scale length of such a layer is
of the order of 10 µm.

For what concerns the transverse density profile (along the z direction), the
density minimum has a value in the range of 60% to 70% with respect to the
channel walls, while its radius rch at half of the depth is of the order of 30
to 50 µm. As explained in the following, this values are suitable to optically
guide a driving pulse (the theory of refractive waveguides is briefly addressed
in section 1.2.2.1). Figure 2.12 shows the magnification of the region where the
density minimum is in lineout 2.10(c). The density distribution in figure can be
described as ne(r) = n0+∆ne(r/rch)2, given that the values for n0 and ∆ne/r2ch
resulting from the fit are: 4.542 · 1018 cm−3 and 3.74 · 1022 cm−5, respectively.
With reference to equation 1.20, which relates the plasma channel density profile
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Figure 2.12: Magnification of the central region of fig. 2.10(c) fitted by a quadratic curve,

whose parameters are given in the text.

with the laser spot size to match the optical guiding condition, the obtained data
are consistent with w0 = 23 µm. It means that pulses focused in spots smaller
than w0 can be refractive-guided in such plasma channels. Furthermore, the
guiding basic properties of the obtained plasma channels can be evaluated in
terms of the number of high-order Gaussian beam modes that can be supported.
Three different models can be used to describe the guiding properties versus
plasma channel dimension [93, 94]: in our case let’s assume that the n-order
mode spot size evolves as

√
2p+ |m|+ 1 times w0, where p ≥ 0 and m are radial

and azimuthal indices and w0 is the spot size calculated above (corresponding
to the 1/e field radius of the p = 0, m = 0 mode). The constraint on the number
of guided modes arise then from the inequality w0 ·

√
2p+ |m|+ 1 ≤ rch, which

in turn results in the condition 2p+ |m|+ 1 ≤ 10. This implies that the number
of modes capable to propagate in the waveguide is as high as 55.

Furthermore, a scheme for electron self-injection and acceleration in LWFA
regime has been proposed by Kim et al. [95], in which the pump laser beam
propagation axis is perpendicular to the plasma channel axis, in order to exploit
the transverse parabolic profile of the electron density as a transition to induce
self-trapping. 2D simulations performed in that work demonstrated trapping of
electrons and acceleration to energies of more than 30 MeV for electron densities
of the order of 4·1018 cm−3 to 1·1019 cm−3 and laser drivers with peak power
10 to 30 TW. The parabolic profile of the above presented plasmas, as well as
their density in the range of simulations of ref [95], makes the obtained plasmas
suitable for tests in the experimental scheme proposed by the authors.

2.2.4.1 On the dynamics of the ionization process

In order to find reliable and reproducible conditions to be used in systematic ex-
periments, it is necessary to understand the mechanisms that contribute to ion-
ize and deplete the plasma channel. Production and evolution of laser-produced
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plasmas in gaseous target by optical breakdown have been studied from more
than 30 years ago [83]. The expansion of the plasma column follows the growth
of the laser pulse power and the onset of a blast wave arising from the sudden
release of laser energy in the gas. Figure 2.13 presents on the top a Gaussian
laser pulse power versus time and on the bottom the plasma length versus time.
With reference to the figure, at a given time tth the power reaches the value

Figure 2.13: Trend of Gaussian laser pulse power (top) and plasma length (bottom) with

time. In region (I) the laser power is below the threshold for optical breakdown

of the gas. Region (II) represents the range in which the laser power is above

threshold and thus the medium ionization occurs for optical breakdown. In

region (III) the ionization process is eventually developed by propagation of the

blast wave through the unionized gas.

Pth, that corresponds to the threshold value for intensity Ith for breakdown in
the focus region. The first breakdown creates a plasma approximately as long
as the Rayleigh range (LR in the figure). At this point the layer in the gas
target in which the threshold condition is satisfied shifts progressively along the
propagation direction of the beam, driven by the rise of the laser pulse intensity
in the geometry of the focusing optics (we are operating with a large f/N).

49



CHAPTER 2. STUDIES ON ULTRA-SHORT LASER PULSES PROPAGATION IN GAS

The ionization front moves thus according to the longitudinal expansion of this
layer. In the meantime, a blast wave has originated from the strong energy
release on axis in the focal region by the laser pulse, and it starts to radially
develop [96]. In the transverse direction (z), it results in an electron density
depletion from the axis towards the external walls. The propagation of the
above-breakdown-threshold condition continues until the time t1, at which its
velocity is exceeded by the expanding speed of the shock wave. At this time,
the plasma has a length denoted with L1. The leading mechanism for ionization
is now the propagation of the shock wave, that continues supported by the laser
energy deposition. Obviously, the blast wave propagates with a velocity that
decreases with time following the laser pump depletion.

Going in the details of the experiment, in our case the threshold intensity
for optical breakdown is found to be Ith ≈ 5·1011 W/cm2, according to the well-
known data of [83], while the peak value as reported above exceeds 1014 W/cm2.
It implies that, as stated before, the breakdown occurs very early during the
laser pulse, and a region of LR ≈ 100 µm length will be ionized almost instan-
taneously. After that, the plasma length increases symmetrically (the plasma is
optically thin) up to an extension of 2L1. Taking into account Ith, the Gaussian
increase of the power, the focusing geometry and the velocity of the blast wave
typical of our experiment, we estimate 2L1 ≈ 2.8 mm, that is well consistent
with interferograms like the ones shown in fig. 2.8. The residual expansion of
about 150 µm on each side is due to the blast wave, whose mean velocity, consid-
ering an expansion time of 5 ns after the pulse peak, would then be 5 ·106 cm/s.
We observe that, consistently with the assumption of a radial expansion driven
by the cylindrical blast wave, the whole radius of the plasma cylinder is also
found to be ≈ 150 µm..

2.2.4.2 Discussion on the relevance of the obtained results

This preliminary study on plasma channel production by nanosecond laser
pulses, similar to the ASE pedestal that characterizes most of the fs high-
intensity pulses employed in LWFA, shows a good reproducibility in terms of
electron density profiles and makes them capable of being employed in accel-
eration experiments. In fact, a twofold kind of experiments can be proposed:
a first one in which a single fs pulse exploits its ASE pedestal to pre-form the
plasma as in the mimicked case presented above. A second possibility rely on
the coupling of two temporally synchronized laser pulses with different duration
(a ns one to pre-create the plasma channel and a fs one to drive the acceleration
process). In this case the control on the ns pulse would be more careful, while
the short pulse temporal profile should be cleaned to high-contrast by mean, for
example, of plasma mirrors (briefly described in section 2.1.2). Attention should
be finally payed in the latter case to the degree of ionization of the medium after
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the long pulse propagation, since a non-complete ionization would imply that
either part of the energy in the short pulse is loss in further ionization, and that
the longitudinal electron density profile is modified during its propagation.

In this framework, longitudinal plasma density distributions like the one of
fig. 2.9 can be suitable for acceleration of electrons in the LWFA scheme, as
theoretically proposed by Sprangle et al. in 2000 [97]. In that paper it was
shown that if the plasma density on axis increases with a given trend as a
function of the distance traveled by the laser pulse, the phase velocity vϕ of the
accelerating field in the wake of the laser can be made equal to the speed of light
c. Depending on the slope of such a “tapered” plasma channel, this happens
several plasma wavelengths behind the laser pulse. In this way, acceleration
can benefit in a two-fold way: from one side, phase-matching of electrons with
the accelerating plasma wave is maintained for the whole acceleration distance
(avoiding dephasing); moreover, a highest energy gain can be achieved (the
accelerating structures travels at c).

The location behind the laser pulse for which vϕ = c is called “luminous
point”. The luminous point actually moves relative to the wake of the laser
pulse, making it unsuitable for the above acceleration purposes.

However, it is shown that providing the following relation between the plasma
frequency and the longitudinal coordinate, the luminous point remains fixed
with respect to the wakefield at K plasma wavelengths behind the pulse:

∂ ω̂pe
∂ ẑ

=
ω̂2
pe

2πK

[(
πw0

λl

)2

ω̂2
pe + 1

]
(2.4)

in which ω̂pe = ωpe(ẑ)/ω0 and ẑ = z/zR, given that ω0, λl = 2πc/ω0 and w0 are
laser’s frequency, wavelength and waist size, respectively.
Equation 2.4 can be solved with a set of laser parameters typical of a Ti:Sa
system commonly employed as driver in acceleration experiments. For example,
choosing the following set of parameters: λl = 0.8 µm, w0 = 6 µm and K = 2 to
fix the luminous point two plasma wavelengths behind a laser driver, the curve
plotted in fig. 2.14 is obtained. In the figure, plasma electron density as function
of longitudinal distance in units of the Rayleigh length is shown, making it easy
to be compared with the longitudinal lineouts of figs. 2.9(b) to 2.11(b). Being
the similarity of the experimentally obtained plasmas lineouts with the one in
fig. 2.14 striking, the presented technique of plasma channel formation in gas-jet
represents a valid alternative to the generation of tapered plasma channels in
segmented gas-filled capillaries, in which the density is varied by changing the
capillary radius or discharge current or voltage along the capillary as initially
proposed by Sprangle et al. in ref. [98].
Furthermore, it must be noted that from previous data [99] it is known that
the electron temperature of our plasma is Te ≈ 50 eV. At the density of the
obtained plasma, this implies a complete ionization of the He gas in the plasma
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Figure 2.14: Plasma electron density longitudinal profile as obtained solving equation 2.4

with parameters λl = 0.8 µm, w0 = 6 µm and K = 2.

volume [100], so that the produced plasmas can fit the above model as no further
ionization could degrade the high-intensity pump laser.

2.3 Study of stable propagation of intense fs laser

pulses in gas-jet

The results shown in previous section can be combined and related with the
propagation of a fs laser pulse preceded by its real ASE pedestal through the
results of an experiment carried out at the SLIC laser facility of CEA Centre of
Saclay (France) in collaboration with the PHI group, presented in this section.

As target, the same gas-jet described in section 2.2.3 has been used while
the laser system available at SLIC facility has been already described in sec-
tion 2.1.2.1. In order to perform studies of ultra-short laser pulse propagation
in gas with particular attention to the effects of the nanosecond ASE pedestal,
no plasma mirror was employed to temporally clean the pulse and improve the
contrast ratio. As it is evident from figure 2.2, if no plasma mirror technique is
applied, the laser pulse has an ASE pedestal of nanosecond duration for which
the contrast ratio is as high as 106. Beyond the ASE pedestal, a picosecond pre-
pulse is also present, with a contrast ratio between 103 and 104. The laser beam
was focused on the gas-jet at a height from the plane of the nozzle of 500 µm
by an f/5 off-axis parabolic mirror in a spot of 13 µm FWHM, M2 = 3.3. The
nominal intensity reached in the focus was about 3·1018 W/cm2, correspond-
ing to a normalized strength parameter a0 ≈ 1.2: the relativistic regime was
thus slightly exceeded. After focusing, it was found that the focus of the ASE
preceded the focus of the fs pulse by approximately 400 µm in the target. The
spot region was monitored by a CCD camera collecting the transmitted light
with a f/5 lens, while a spectrometer with 5 nm resolution gave the spectrum
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of the transmitted pulse. The layout of the experimental chamber is sketched
in fig. 2.15 For what concerns the interferometry, a Mach-Zehnder setup was

Figure 2.15: Layout of the experimental setup employed in the propagation experiment car-

ried out at CEA Centre of Saclay at the SLIC laser facility with the UHI10 laser

system with no plasma mirror employed to temporally clean the beam.

employed. This setup makes use of two beam splitters and two mirrors. This
configuration is more flexible in terms of magnification and field of view than
the previously employed Nomarski, but requires the beam to be separated in
two pathways far from the region of interest: one split beam passes through the
plasma while the other propagates undisturbed in vacuum, then the beams re-
combine. Altough this configuration needs more accurate alignment, it has the
advantage that the two arms can be widely separated spatially. Mach-Zender
interferometer can also be used to obtain shadowgraphic images of the plasma,
provided that the unperturbed beam is blocked [101]. As probe beam, a fraction
of the femtosecond pulse was doubled in frequency by means of a KDP-type-I
crystal, which contributed to stretch the duration of the probe beam up to es-
timated value of about 120 fs. This value represents the temporal resolution of
the obtained interferograms.

The work presented in this thesis concerns the analysis and the discussion of
the data obtained with the above described setup. In order to draw some con-
siderations about the process, two regimes of propagation are discussed in the
following, discriminating whether the ASE pedestal was above threshold for ion-
ization or below threshold. Figures 2.16 and 2.19 show two interferograms, with
the corresponding density maps, obtained with helium gas-jet at a pressure of
8 bar. Both interferograms were recorded 2 ps before the arrival of the tip of the
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short laser pulse in the nominal focus of the ASE pedestal. In all the following
figures representing raw and deconvolved data, the axis are labelled following
the coordinate system of fig. 2.7, while the laser and the gas-jet comes from the
opposite side with respect to previous section (right to left and bottom to top,
respectively).

As it will be evident from data presented in sections 2.3.1 and 2.3.2, there are
two regimes of gas density that separately put the ASE ns pedestal in condition
of either free propagation below ionization threshold or above threshold to cre-
ate a pre-plasma in the medium. These regimes are entered by slightly shifting
the laser path along the z direction. The corresponding maximum electron den-
sity goes from 2·1019 cm−3 to 3.6·1019 cm−3. Because of the very low refraction
index of the helium (1.000036), as well as the small transverse thickness of the
gas column (the transverse size of the gas-jet, as described in section 2.2.3 is
300 µm) and the absence of steep neutral density gradients due to the subsonic
nature of the gas flow, it has not been possible to determine via interferometric
measurements the neutral gas density distribution. The determination of the
neutral gas density profile is thus inferred from the maximum electron density
determined after data deconvolution, under the assumption a full gas ionization
by the powerful CPA fs pulse. It turns then out that in the case of free propa-
gation, the gas density is about 1 to 1.2·1019 cm−3, while in the second case is
approximately 1.8·1019 cm−3 [102], accounting then for a difference of the order
of 30% in one case with respect to the other. However, this minor difference is
enough to produce a transition from “below” to “above” the optical breakdown
of the gas at the given ASE intensity.

2.3.1 Laser pulse propagation below threshold for ASE

induced breakdown

Figure 2.16 shows an interferogram and its respective deconvolved electron den-
sity map obtained 2 ps before the arrival of the front of the pulse in the nominal
focus position (x ≈ 300 µm in the figure). With reference to fig. 2.7, the focus
nominal position was (x ≈ 300 µm, y = 0, z ≈ 500 µm). The laser propagates
from right to left in each following figure, while the electron density map were
retrieved with the technique described in appendix A.

From the density maps 2.16(b) it is possible to sketch some considerations
on the gas neutral density distribution along the direction of the gas flow from
the nozzle plane. It is in fact evident that the electron density distribution is
partially asymmetric in the z direction, reaching the density ne values higher
in the lower half (positive values of z) than in the upper part (negative z).
The reason for this feature can be addressed to the neutral gas density gradient
along the z direction, the rarefaction growing with distance from the nozzle. The
transverse electron density profile in the z direction is plotted in figure 2.20. An
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Figure 2.16: Raw and analyzed data of pulse propagation below threshold for ionization by

the ASE ns pedestal. The laser comes from the right hand side of the image.

(a) Interferogram taken 2 ps before the arrival of the front of the fs pulse in the

nominal focus position (x ≈ 300 µm in the figure). (b) Electron density map

retrieved from the fringe pattern.

asymmetric shape with respect to the plasma axis located at z = 0 is clearly
evident. The maximum of ne is located roughly at z = 70 µm, i.e. at a height
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Figure 2.17: Transverse lineout along the z direction of the electron density of fig. 2.16(b)

taken at x ≈ 1 mm.
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of 430 µm from the slit plane. The density grows approximately by a factor of
50% from the upper region (farther from the nozzle plane, z < 0 in figure) to
the lower region (closer to the nozzle plane, z > 0 in figure).

Furthermore, fig. 2.16(b) shows the ionization induced by the laser pulse
when the ASE pedestal is below threshold for inducing breakdown in the gas,
and presents a feature that is proper of the short laser pulse delivered by the
SLIC system: starting at x ≈ 500 µm a filament of plasma with longitudinal
extension of 300 to 500 µm and diameter of ≈ 20 µm is found to precede the
large ionization front located at x = 800 µm. This tip, present in every ob-
tained interferogram (as can be evinced even from the following data presented
herebelow), is due to the effect of gas ionization induced by the most intense
part of the picosecond pedestal, that is temporally located about 1 ps before the
CPA pulse (this picosecond precursor is visible in the autocorrelation trace of
the laser pulse in fig. 2.2). The thin plasma has a length corresponding to about
1-ps duration and it is due to the action of the picosecond precursor of the main
pulse, whose intensity in that region close to the waist is as high as required to
ionize the gas [83]. From the sequence of the interferograms at different times
(figures 2.18 and 2.21) it turns out that this particular pre-plasma appears when
the main pulse approaches the focus, and it moves with the main plasma front
at its left (i.e., in front of it). The net change in the plasma diameter at the
arrival of the main pulse, located in the map approximately at x ≈ 850 µm,
evidences an ultra-fast ionization of the gas in a diameter much larger than
the waist of the focusing optics, as can be expected by the transverse intensity
profile of the pulse, and the values of the intensity needed for direct ionization
of the gas (by single atom multi-photon and/or tunneling processes).

Figure 2.18 shows several snapshots of laser propagation evolution as inferred
from the induced effects on gas ionization. In fact, by accurately changing the
delay between the plasma creation by the short, intense fs pump pulse and
the arrival of the probe beam on the interaction region, it has been possible
to follow the evolution of the ionization process from early times up to several
picoseconds after the focusing. The time t = 0 indicates the moment in which
the ahead tip of the plasma slice produced by the picosecond pedestal reached
the nominal focus position, located in the figures at x ≈ 300 µm. Interferogram
were recorded in a time range that spanned from -2 ps to +2 ps.
As the laser approaches to the focus position, the fs ionization front reduces
the transverse extension of the ionized region, the beam divergence reducing as
it gets close to the focus. Once the pulse goes beyond the focus, it emerges
keeping the original divergence due to the focusing optics.
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Figure 2.18: Interferograms (a) and respective density maps (b) showing the evolution of

the pump laser pulse propagation in the helium gas-jet below threshold for

ASE initiating ionization. Data were recorded from t = −2 ps to t = +2 ps,

assuming as zero time t = 0 the moment in which the ahead tip of the plasma

slice produced by the picosecond pedestal reaches the nominal focus position

x ≈ 300 µm.
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2.3.2 Laser pulse propagation above threshold for ASE

induced breakdown

A shift in the z direction of the interaction point between the laser and the
gas-jet towards the nozzle plane enabled the investigation of a different regime,
in which the nanosecond ASE pedestal of the pump pulse is above threshold for
gas ionization. The focusing geometry of the beam was set such that the ASE
pre-pulse was focused in the middle of the gas-jet (x = 0 according to fig. 2.7).
This scenario is represented in fig. 2.19, that shows both the interferogram
and the respective electron density map obtained 2 ps before the arrival of the
forecoming tip of the picosecond pedestal in the x = 0 position. It is evident
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Figure 2.19: Raw and analyzed data of pulse propagation above threshold for ionization by

the ASE ns pedestal. The laser comes from the right hand side of the image.

(a) Interferogram taken 2 ps before the arrival of the front of the pulse in the

nominal focus position (x = 0 in the figure). (b) Electron density map retrieved

from the fringe pattern.

that the plasma created by the ASE pre-pulse is present ahead of the short
pulse, and it is expanding as time goes by and the short pulse approaches the
x = 0 position of system nominal focus. The plasma created by the short part
of the pulse obviously resembles the analogous ionization profile obtained in
the case of propagation free from ASE-induced pre-plasma. Again the density
distribution is asymmetric in the z direction with a maximum located in the
bottom half-map.
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Recalling the results of section 2.2.4, it can be noticed that the ASE-induced
plasma bubble is depleting along the laser propagation axis, and a hollow density
channel is forming on axis. This effect is the same observed with a dedicated
laser in Pisa experiment. The propagation of the above-threshold ASE intensity
followed by the shock wave originated by the sudden heating of the plasma on
the x axis contributed to the hydrodynamic expansion of the hot pre-plasma
and to its longitudinal depletion. At the delay of the recorded interferogram,
the plasma channel has a longitudinal extension of approximately 500 µm and a
transverse size of ≈ 100 µm. Fig. 2.20 shows the transverse lineout (taken along
the z direction) of the electron density in fig. 2.19(b) of the plasma produced
by the ASE. The channel-like transverse density profile is quite clear and is
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Figure 2.20: Transverse lineout along the z direction of the electron density of fig. 2.19(b)

taken at x ≈ 0.

parabolically shaped, with the minimum of density of the order of 1.1·1019 cm−3

and two asymmetric walls higher of 20% (the farther from the nozzle plane, at
z < 0) and of 50% (the closer to the nozzle plane, at z > 0). Again, the neutral
gas density gradient due to the flow direction is reflected in a asymmetry of the
ionized region.

Recording interferograms at different delays from the arrival of the short
pulse, preceded by its pedestals, on target enabled the study of the propagation
of the laser pulse in presence of the ASE-created pre-plasma. This sequence is
shown in fig. 2.21, in which data obtained at pump-probe delays from 0.9 ps
before to 3.7 ps after the arrival of the picosecond precursor in the nominal focus
position x = 0 (that has been set as t = 0 in this case). The raw and deconvolved
data show a peculiar effect induced by the pre-plasma on the propagation of the
fs pulse: this latter is splitted in two spatial components by the interaction
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Figure 2.21: Interferograms (a) and respective density maps (b) showing the evolution of

the pump laser pulse propagation in the helium gas-jet below threshold for

ASE initiating ionization. Data were recorded from t = −0.9 ps to t = +3.7 ps,

assuming as zero time t = 0 the moment in which the ahead tip of the plasma

slice produced by the picosecond pedestal reaches the nominal focus position

x = 0.
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with the ahead plasma. The central part of the short pulse is collimated by
the density channel on the axis, while the other is refracted away at an angle
larger than the one given by focusing optics. The spatial component that is
refracted away is ring-shaped, and the projection on the bi-dimensional plane of
the interferogram makes it appear as external double wings. Furthermore, the
ASE plasma boundary of higher density (basically a shock wave expanding in
the gas) is further ionized by the CPA pulse to higher electron density than the
surrounding plasma. The effect of the pre-plasma on the central part of the pulse
can be observed indirectly here from the central feature of the electron density
beyond the preformed plasma (towards negative values of the x coordinate).
The fs pulse that crosses the expanded plasma channel actually clean itself
after it encounters the pre-plasma. At the moment of interaction with the
just-expanded waveguide, the central part of the short pulse travels along the
longitudinal direction guided by the low-density channel created by the ASE pre-
pulse. The outer regions of the short pulse, on the opposite, interact with the
high-density walls of the channel and thus, due to the lower index of refraction
that they encounter, are refracted away diverging from the original focusing
optics.

The final effect of the pre-plasma can be evaluated looking at the far-field
images of the transmitted pump laser pulse in presence or absence of the guiding
channel. Figure 2.22 shows in fact the laser intensity distribution as imaged on
a CCD collecting the transmitted light by an optics of the same aperture as
the focusing optics (f/5). From the images of the laser spot it is evident that

 

(a)

 

(b)

Figure 2.22: 3D intensity distribution of the transmitted short laser pulse as recorded in the

far field by a CCD. (a) Intensity profile below threshold for ASE-induced gas

breakdown. (b) Intensity profile above threshold for ASE-induced gas break-

down.

a series of aberrations present in case of free propagation are canceled out in
the spot imaged after propagation through the ASE-induced pre-plasma. The
interaction of the short pulse with the hollow plasma channel results then in a
spatial filtering of the pulse itself. This feature can be indirectly observed from
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the electron density maps of fig. 2.21(b) at larger time delays. The spot images
also give the evidence for the fact that the refraction to large angles of the CPA
pulse is more efficient on the outer, more aberrated regions of the pulse. These
regions are also the ones that are more affected by non-linear effects due to the
laser ionization of the gas, such as defocusing or self-phase modulation. In fact,
while the central part of the pulse ionizes the ahead incompletely ionized gas in
one or few optical cycles, making the rest of the pulse (of more than 20 optical
cycles) propagate in a fully ionized He channel, the external corona has a much
lower intensity and then is more subject to defocusing by the higher electron
density it encounters.

2.3.3 Comparison with numerical simulations

In order to discuss the physical feature observed in the experiment, a set of
numerical simulations has been performed by Thierry Auguste of CEA/Saclay,
whose results are briefly examined in the following. The code used to simulate
the propagation process is based on the solution of the standard paraxial wave
equation in cylindrical geometry. In a frame co-moving with the laser pulse, the
equation of propagation is:

∂

∂z
E(r, z, t)− i

2k0

1
r

∂

∂r

(
r
∂

∂r

)
E(r, z, t) +

i

2c2k0
·∆ · E(r, z, t) = 0 (2.5)

where E(r, z, t) is the slowly varying complex amplitude of the laser field, k0

is the vacuum wave number, c is the speed of light and ∆ accounts for the
non-linear response of the plasma:
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ne0(0, z)

]
(2.6)

In equation (2.6) ωp0 is the undisturbed plasma frequency, ne0(r, z) is the space
varying electron density and 〈γ〉 is the relativistic factor averaged on an optical
cycle [103]. Equation (2.5) was solved iteratively in a self-consistent way with the
ionization rate equations. Results were found to be not affected by the ionization
rates used in the calculations, thus Perelomov, Popov and Terent’ev (PPT)
ionization model was used [104, 105, 106], being valid in regime of multiphoton
ionization.

The simulated scenarios did not account for the ASE-induced pre-plasma,
but only for the free propagation regime. Simulations have been performed
of the interaction of 10 TW, 65 fs FWHM laser pulses focused with an f/5
optics, M2= 3.3 at a peak intensity of Imax = 3.26·1018 W/cm2 on a He gas-jet
with neutral density 1.8·1019 cm−3. Three different kind of simulations were
performed, concerning the interaction of (i) the picosecond precursor alone, (ii)
the femtosecond CPA pulse alone, (iii) both the ps and fs pulses as in the
real case. This method permitted to evidence that the ps pulse alone creates
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a plasma of radius ≈20 µm and length ≈500 µm, and is not self-focused in its
propagation (i). in fact in this case, because of the power contrast ratio of the
ps precursor that makes it reach only low values of a0 (aps0 � 1), a self-focusing
could only be due to Kerr effect in the neutral gas. However, this effect can
be neglected in the considered case because of several reasons: the length of
the gas-jet is too small and the gas density is too low, beyond the fact that
the Kerr effect actually stops once the medium is ionized. Furthermore the
helium non-linear refractive index is too small (nHe2 ≈ 10−28 cm2/W), and this
implies that the non-linear dephasing due to Kerr effect can be quantified as
φNL ≈ 6 · 10−10 � π.

In case (ii) only the external wings and the rising edge of the fs pulse are
affected by ionization induced refraction, but again no significant increase of the
intensity due to relativistic self-focusing was observed. Finally (iii), simulations
performed with a 10 TW pulse and a picosecond pedestal show that a plasma
can be created by the pedestal in the vicinity of the focus position in vacuum (in
the middle of the jet, in z = 0). The size and the distance from the focus of this
pre-plasma depend on the intensity contrast ratio. For a contrast ratio of 10−3,
the gas starts to ionize 2.7 ps before the femtosecond pulse reaches the middle of
the jet, creating a plasma with radius ≈20 µm and length ≈300 µm. The results
of the numerical simulations in case (iii) are shown in fig. 2.23 for the ps and
fs pulses at three different times of propagation, from -0.5 ps before the arrival
of the ps pulse in z = 0 to 3.7 ps after the precursor passage over that position.
From fig. 2.23 and from the set of data obtained with the numerical computation
it doesn’t appear the asymmetry in the radial electron density distribution. This
asymmetry, already pointed out in the previous section, is thus found to be real
and actually due to the neutral gas density gradient arising from the flow along
the z direction. The simulation accounted on the opposite for a gas-jet with
a trapezoidal profile along the x direction with a 1.5 mm plateau and 250 µm
ramps, and a Gaussian profile in the y direction with 500 µm FWHM.
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Figure 2.23: Snapshots of laser propagation in He gas-jet. Both the ps precursor and the

fs CPA pulses are simultaneously present. (a) Snapshot at t = −0.5 ps before

the arrival of the ps pulse in z = 0. (b) Snapshot at t = 2 ps. (c) Snapshot at

t = 3.7 ps. The laser comes from the right hand side.
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2.3.3.1 Effect of probe transit time on electron density measure-
ments

One peculiar outcome of the numerical simulations of the short pulse propaga-
tion process is the difference between experimental and simulated data in the
spatial scale of the electron density gradients induced by the massive ionization
front that comes with the femtosecond CPA pulse. In fact, as shown in fig. 2.23,
the ionization front of the CPA pulse resulting from the model is very sharp,
with an abrupt jump in the plasma electron density in the presence of the fs
pulse. This follows from the sudden ionization during the very first few optical
cycles of the high-intensity pulse that exceeds 1018 W/cm2. On the contrary,
the maps of fig. 2.21(b) shows a much smoother ionization front, with density
gradients of few hundreds of µm’s. The experimental data seem thus in con-
trast with the expectations from ultrafast ionization process. A comparison of
the longitudinal lineout of the electron density resulting from the experimental
analysis and from the simulated data is shown in fig. 2.24.
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Figure 2.24: Comparison between the electron density retrieved by the analysis of the exper-

imental data (a) and from the numerical simulation (b). Insert (c) shows the

longitudinal lineout, taken at the z coordinate indicated by the white line, of

the two different electron densities.

One explanation for this different behavior can be found as follows: when
the probe pulse duration is comparable to (or shorter than) its transit time
through the sample region, and the probed region changes its index of refrac-
tion in the same time-scale (or faster), then some artifacts can be generated in
reconstructing the real phase and density maps [107].
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Figure 2.25: Scheme of cross-propagation of a fast-moving sample and an ultrafast optical

probe. Time flows from top to bottom of the image.

As depicted in fig. 2.25, consider the case of a sharp ionization front that
moves at a speed close to c. The created plasma cylinder has a diameter that
is much larger that the optical depth of the probing pulse: in this case the
transit time of the probe through the sample is longer than the probe duration
(≤ 120 fs in the presented experiment), thus the probe beam crosses a medium
with a fast-changing index of refraction. This simultaneous propagation of both
probe and ionization front reduces the fringe shift, increasingly toward the front
with an apparent smoothing of the front density profile. In particular, the real
profile is masked for what concerns the refractive index gradients in the direction
of motion of the sample. Figure 2.26 shows the interferogram relative to the
map of fig. 2.24(a), in which the region corresponding to the masked fringe shift
is highlighted.

The effect of the transit time of the probe beam through the fast moving
sample is to smooth the gradient of the index of refraction (and hence the elec-
tron density) over a length that is approximately equal to the diameter of the
plasma cylinder. Two algorithms have been proposed to obtain the real profile
of the index of refraction from data recorded with ultrafast interferometry, de-
pending on the use of either the phase shift map or the fringes’ visibility; the
real time duration of the probe pulse could also be evaluated exploiting this
technique [107].
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Figure 2.26: Interferogram relative to the map of fig. 2.24(a). The region corresponding to

the masked fringe shift is highlighted by the thick white circle.

67



CHAPTER 2. STUDIES ON ULTRA-SHORT LASER PULSES PROPAGATION IN GAS

68



Chapter 3

Efficient electron

acceleration with 10 TW

laser pulses

Introduction

The experiment presented herebelow is the core of the Ph.D. work this thesis in
focused on. It is based on an experimental campaign carried out at CEA Cen-
tre of Saclay (France), with the UHI10 laser system described in section 2.1.2.1,
in collaboration with the host Physique à Haute Intensité (PHI) group, plus a
group from LULI (France) and a group from the Institute for Transuranium Ele-
ments of Karlsruhe (Germany). The author was fully involved in the campaign,
participating either to the set-up of the experiment at the Saclay SLIC facility
and to the post-processing and analysis of the obtained data. In particular,
the main experimental topics on which the work of the author was focused on
were the set-up of the interferometric line and of the SHEEBA device, with the
subsequent analysis of the obtained data on the key features of the produced
plasma and of the accelerated electron bunches. Data obtained with the beam
profile monitor and with the magnetic spectrometer have been analyzed as well
by the author in collaboration with the group from LULI.

As it was pointed out in section 1.2, great attention is devoted to the im-
provement of stability and reproducibility over a large number of shots of the
electron acceleration process. Laser propagation in the accelerating medium
is affected by several types of instabilities, including filamentation and hosing,
which are detrimental for the production of high-quality electron bunches. The
requests look forward for high-charge, high-energy electron bunches emitted
within a small solid angle, possible at a high repetition rate. The presented
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experiment was then intended to find the best conditions for stable production
of electron bunches with reproducible parameters. To this purpose, the 10 TW
laser pulses provided by the UHI10 laser system represents a valid tool since,
although its peak power is limited if compared to current worldwide employed
lasers for acceleration, it can prevent the set-on of laser-plasma instabilities once
moderately-relativistic intensities are reached on target. The lower limit that
however has to be ensured is that the laser intensity on target is as high as the
one required by the regime of local wave breaking for the excited plasma waves.
This latter condition, that is essential for a correct capture of electrons and
their acceleration in a quasi-mono-energetic bunch, can be achieved by focusing
a powerful enough pulse at the sharp boundary of a supersonic gas-jet. To ex-
plore a wider parameters space, supersonic nozzles of different size were used,
for each case monitoring the plasma density distribution and the characteristics
of the accelerated electron bunches [108].

In this chapter the results obtained from the experiments are revised, with
particular attention to the most significant outcomes from the several diagnos-
tics that have been employed and with emphasis on the role of the author in
data-taking and data-analysis.

3.1 Experimental set-up and target characteri-

zation

The laser-driven electron accelerator was set up at the SLIC facility (CEA-
Saclay, France) with the UHI10 Ti:Sa laser system, previously described in
section 2.1.2.1. The laser delivered 65 fs chirped pulse amplification pulses with
energy up to 0.7 J at a wavelength of λl = 800 nm. The pulses were focused
by an f/5 off-axis parabolic mirror producing a quasi-Gaussian spot with size
of 13 µm FWHM, accounting for a normalized field parameter of nominally
a0 ≤ 2. The nanosecond-scale contrast ratio of the pulse (> 106) ensured that no
preplasma was formed by amplified spontaneous emission. Concerning electron
acceleration, an improvement in accelerated beam stability and pointing, as well
as a stabilization in electron energy is expected with the use of high contrast
ratio [109].

Diagnostics of the plasma was performed by means of ultra-fast femtosec-
ond interferometry with a probe perpendicular to the propagation axis. The
Mach-Zehnder interferometer allowed us to control the plasma-electron-density
distributions shot-by-shot, and was operated with a small portion of the fem-
tosecond pulse, doubled in frequency by a KDP-Type-I 2-mm-thick crystal, in
the same way as in the previous experiments on propagation and ionization
studies. The probe beam propagated in a perpendicular direction with respect
to the main pulse and the gas flow. By means of an optical delay, it was possi-
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ble to vary the delay between the arrival of the main CPA pulse and the probe
pulse.The schematic layout of arrangement of the experimental devices in the
vacuum chamber is shown in fig. 3.1.
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Figure 3.1: Layout of the experimental set-up for the acceleration experiment with UHI10

laser system of CEA/Saclay.

3.1.1 The set of supersonic nozzles

In order to perform a systematic study of the acceleration process in its peculiar
features of electron injection and dynamics, a set of several supersonic nozzles
connected to the ultrafast electro-valve have been used in the experiment. The
nozzles had circular aperture with diameters ranging from 0.6 mm to 10 mm.
In all cases, the employed gas was helium at a backing pressure ranging from a
few (of the order of unity) to 80 bar, depending on the diameter of the nozzle in
order to obtain an intense flux of gas in each case. The nozzles had a diameter of
0.6, 1, 2, 3, 4, 5, 6 and 10 millimeters. A wide range in the parameters space for
dephasing and acceleration lengths has then been possible to be investigated. It
is worth to anticipate that the best results in term of accelerated electron cur-
rents have been obtained with the smallest nozzles, with diameter from 0.6 mm
to 4 mm. These will then be the ones to which most of the attention is devoted.

The characterization of the plasma electron density distribution obtained with
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the various type of nozzles has been performed in detail, since the longitudi-
nal and transverse density profiles have an active incidence on the acceleration
process. Furthermore, in order to compare the experimental results with a
set of numerical simulations, the plasma features in terms of spatial density
distribution must be known with the most accurate precision. A large set of
interferograms has been collected, and the fringe patterns have been analyzed
with the deconvolution technique explained in appendix A: the phase-difference
map is extracted with an algorithm based on continuous-wavelet-transform ca-
pable of evidencing local phase variations with a higher degree of accuracy, then
the phase maps are processed with an algorithm that generalizes the Abel in-
version even to distributions that slightly differ from axial cylindrical symmetry
by truncating a Legendre polynomial expansion in the azimuthal angle.

Figures 3.2 to 3.9 show the retrieved electron density profile of plasmas
obtained with all the employed nozzles. All interferograms were recorded at a
delay of ≈ 20 ps between the pump and probe beam arrival on target, and the
used gas was helium at different pressures for each nozzle. Helium pressure in
the reservoir was 8 bar for the nozzles with 1 and 2 mm diameter, 20 bar for 0.6,
3 and 4 mm diameter nozzles, 75 bar for the 5 mm diameter one and 100 bar for
the 6 and 10 mm diameter nozzles. The pressure was chosen in order to obtain
plasmas with peak electron density in the range 2-3·1019 cm−3. The higher
pressures were used for the larger nozzles, while for the smaller ones the value
of pressure was chosen in order to balance also a higher or lower height of laser
focus position with respect to the orifice plane: for the 1 and 2 mm diameter
nozzles the pump focus nominal position was located 0.5 mm away from the
aperture plane and for the 0.6, 3 and 4 mm diameter nozzles it was set at 1 mm
away.
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Figure 3.2: Experimental and deconvolved data for the plasma obtained with helium at

20 bar from the 0.6 mm nozzle. (a) Fringe pattern; (b) electron density map; (c)

longitudinal density line-out on axis. The laser comes from left-hand side.

It must be noted that for the smallest nozzles, up to the 4 mm diameter one,
it has been possible to analyze the full plasma, comprehensive of the initial and
final edges, while for the larger apertures only the very first region of plasma
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Figure 3.3: Experimental and deconvolved data for the plasma obtained with helium at 8 bar

from the 1 mm nozzle. (a) Fringe pattern; (b) electron density map; (c) longitu-

dinal density line-out on axis. The laser comes from left-hand side.
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Figure 3.4: Experimental and deconvolved data for the plasma obtained with helium at 8 bar

from the 2 mm nozzle. (a) Fringe pattern; (b) electron density map; (c) longitu-

dinal density line-out on axis. The laser comes from left-hand side.
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Figure 3.5: Experimental and deconvolved data for the plasma obtained with helium at

20 bar from the 3 mm nozzle. (a) Fringe pattern; (b) electron density map;

(c) longitudinal density line-out on axis. The laser comes from left-hand side.
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Figure 3.6: Experimental and deconvolved data for the plasma obtained with helium at

25 bar from the 4 mm nozzle. (a) Fringe pattern; (b) electron density map;

(c) longitudinal density line-out on axis. The laser comes from left-hand side.
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Figure 3.7: Experimental and deconvolved data for the plasma obtained with helium at

75 bar from the 5 mm nozzle. (a) Fringe pattern; (b) electron density map;

(c) longitudinal density line-out on axis. Only the first ∼1.2 mm are considered.

The laser comes from left-hand side.
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Figure 3.8: Experimental and deconvolved data for the plasma obtained with helium at

100 bar from the 6 mm nozzle. (a) Fringe pattern; (b) electron density map;

(c) longitudinal density line-out on axis. Only the first ∼1.5 mm are considered.

The laser comes from left-hand side.
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Figure 3.9: Experimental and deconvolved data for the plasma obtained with helium at

100 bar from the 10 mm nozzle. (a) Fringe pattern; (b) electron density map;

(c) longitudinal density line-out on axis. Only the first ∼1.7 mm are considered.

The laser comes from left-hand side.

extending for approximately less than 2 mm was analysable. This is mainly due
to a lack of visibility in the fringes in the external field of view of the interfero-
gram that was not sufficiently illuminated by the probe light. However, it can
be anticipated that the best electron signal was observed with the above men-
tioned smaller nozzles and, moreover, the possibility to deconvolve the density
profile over the full plasma length has enabled ad-hoc numerical simulations to
be performed starting from the real plasma distribution.

Nozzles with diameter from 0.6 mm to 4 mm exhibit a density on axis that
is between 2 and 3.5·1019 cm−3. They are characterized by a well-defined den-
sity plateau that extends for almost the nominal dimension of the gas column,
except for the raising and descending ramps that are of the order of 250 µm.
The density on the plateau is however almost constant. From the retrieved bi-
dimensional maps of fig 3.2(b), 3.3(b), 3.4(b), 3.5(b) and 3.6(b), it can be noted
that the electron density has a maximum along the longitudinal axis since, at
this time, the shock wave that is hydrodynamically set-on by the laser-energy
deposition in the focal region has not yet developed enough to deplete the on-
axis region and form a hollow channel [81]. It the case of the 2-mm nozzle, the
density is almost constant in the high-density plateau. This feature implies that
no density fluctuations interfere with laser propagation throughout the plasma.
In the case of the 0.6-mm nozzle, the electron density does not reach a complete
plateau condition on the axis but the density profile is suitably smooth with a
density variation of approximately 20% along 0.5 mm. With the 3 and 4-mm
nozzle, the density shows some modulations in the plateau region, accounting
for variations of less than 15%, while in the region of laser exit, the density
lowers smoothly up to half of its plateau value, because of the defocusing of the
laser beam through the gas.

An important note in this description comes from the assumption that the
adopted range of experimental pump and target parameters enables the full
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ionization of the helium jet on the laser propagation direction. This condi-
tion is fundamental for acceleration purposes, since it makes the pump pulse
propagation through the plasma free from degradation induced by further ion-
ization, and thus the pump depletion length expressed by equation (1.29) is not
limited by energy losses due to gas ionization. The assumption of full ioniza-
tion is corroborated by the characterization of the gas-jet in terms of atomic
(neutral) density of delivered helium. In fact, fig. 3.10 shows the transverse
lineout of the neutral density for the 4 mm diameter nozzle, taken at different
distances from the orifice plane and at different backing pressures for either
helium or argon gas-jets. The analysis of neutral density at different pres-
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Figure 3.10: Atomic density versus transverse position for the 4 mm diameter nozzle at

different distances from the orifice plane and at different backing pressures for

either helium or argon gas-jets.

sures in the reservoir enables a proportionality relation between atomic density
and pressure to be established. In the case of the 4 mm nozzle, the relation
Nat[cm−3] ≈ 5.2 · 1017 · p[bar] holds, as resulting from the linear fit plotted in
fig. 3.11. Being the interferogram related to the 4 mm nozzle obtained with a
backing pressure of 25 bar, it results from the above relation a neutral density
of ∼1.3·1019 cm−3, that is well in agreement with the retrieved peak electron
density found in fig. 3.6(c) (referred to the same nozzle pressure) that slightly
exceeds 2.5·1019 cm−3.

Analysis of nozzles with larger diameters (5, 6 and 10 mm) was possible
only for the first region, which has been magnified and deconvolved to show the
density increase of the plasma in the early 2 mm. In these cases, the helium
pressure in the reservoir was almost five times the value for the previous nozzles.
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Figure 3.11: Linear fit of retrieved neutral density versus backing pressure for helium and

argon gas-jets from the 4 mm diameter nozzle.

It implies that the plasma electron density intrinsically reaches higher values,
exceeding 4·1019 cm−3.

3.2 Results of electron acceleration

The characterization of the electron bunches that were accelerated in the CEA
“laser-into-gasjet” experiment represented the core of data analysis, the search
for a regime of stable production of relativistic electrons being the rationale of
the whole experiment. As the interferometric data clearly show, the electron
density of the plasmas produced in the experiment is well above 7·1017 cm−3,
that is the request for the 65-fs laser pulse to resonantly excite high-amplitude
plasma waves within the LWFA scheme. However, also such “high-density”
conditions have been proved to be suitable for the production of relativistic
electron bunches [44, 45, 48]. As it will be shown in the following, in fact,
high-charge electron bunches have been accelerated in this conditions. Several
diagnostics have been employed in order to get an accurate measurement of
the electron bunches key parameters, including number, energy spectrum and
angular divergence. The characterization of the electron beams was carried out
by making use of four different diagnostics. During the experiment, several
scans in focus position of the pump beam with respect to the gas column and
in backing pressure in the gas reservoir were performed, in order to maximize
the signal that was shot-to-shot provided by two main monitoring device: for
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first, a scintillator LANEX screen was used as beam-profile monitor, capable of
revealing the presence and the rough collimation of the electron bunches. Then,
it was replaced by a magnetic spectrometer in order to get on a shot-to-shot
basis the electrons’ energy spectrum. Furthermore, the angular distribution and
charge of electrons in the bunch were provided by a set of radiochromic foils
(RCFs) arranged in a stack with different absorbing materials, called SHEEBA
(Spatial High Energy Electron Beam Analyzer) [110]. Another measurement of
the electron-bunch parameter was eventually performed, exploiting the nuclear
activation of a 197Au sample by means of the bremsstrahlung photons produced
by the electron beams in a suitable converter. It has to be noted that these
diagnostics on the electron bunches are exclusive one with respect to the other,
since each one is destructive for the electron beam. This implies that the use
of multiple devices capable of independently give information on the bunch key
parameters can be used to cross-check the measurements and to verify their
consistency.

In the following, the set-up employed for the beam profile monitor and for the
magnetic spectrometer will be briefly described, as well as the most significant
related results. Then, the SHEEBA device will be introduced and explained
with the analysis procedure carried out to deconvolve the signal left by the
high-energy electrons on the RCFs. Finally, the nuclear activation of a gold
sample will be described with attention to the extracted results concerning a
precise measurement of the number of electrons in the produced bunches.

3.2.1 Results from beam profile monitor

As a first shot-to-shot diagnostics, a beam profile monitor was used to either
check the presence of accelerated electron bunches and to estimate their angular
spreading. A cooled Andor iDus DV420 CCD camera was used to image the
rear surface of a scintillator screen, specifically a Kodak LANEX Fine Screenr.
The Andor CCD camera has a chip with 1024x255 active pixels, each one with
size of 26x26 µm2 accounting for a total image area of 26.6x27 mm2was, and it
was cooled to -20◦C in order to reduce the noise and background signal. The
LANEX screen is a scintillator layer made up of gadolinium oxysulfide phosphor
powder (Gd2O2S:Tb, called “gadox”) contained in a urethane binder, protected
on front and rear sides by a cellulose acetate coating. An absolute calibration
for this kind of scintillator screen has been made by Glinec et al. [111].

The LANEX screen was shielded from direct laser light by a layer of copper
of 300 µ thickness, and was located 44 mm away from the end edge of the gas-jet
nozzle. The screen was holded by a circular-shaped ring permitting an accep-
tance region of 30 mm diameter. It turns then out that the angular acceptance
of the beam profile monitor was of the order of 700 mrad (approximately a cone
of 40◦ aperture). The schematic representation of the position of the diagnostics
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with respect to the electron source is shown in fig. 3.12.

α

d = 44 mm

e­ source

Cu 300 µ m Lanex screen

a

Figure 3.12: Sample image of the electron spot as recorded by the CCD imaging the rear

surface of the LANEX scintillating screen. The distance d of the beam pro-

file monitor from the electron source, the semi-angle of aperture α of emitted

electrons and the spot size on the screen a are also shown.

The beam profile monitor enabled a real-time check of electron divergence
and spatial distribution, and permitted a careful scan in pressure and laser
focus position with respect to the gas-jet nozzle to be performed to optimize
the electron spot in terms of intensity and collimation. In order to evaluate the
mean angular divergence of the obtained electron bunches, the angle α has been
calculated for the recorded images in different conditions: 〈α〉 = arctan[(a/2)/d],
being d the distance of the LANEX screen from the electron source and a

the FWHM of the electron spot. The solid angle subtended by the bunch is
then ∆Ω = π · tan2 〈α〉. The electron transverse emittance ε can be calculated
assuming that the size of the source is comparable with the laser spot size
(w1/e ≈ 6 µm):

σθ =
〈α〉

2
√

2 ln 2
≈ 0.42 · 〈α〉

σr =
w1/e√

2
≈ 4.25 · 10−3 mm

(3.1)

so that ε = πσθσr.
To show the pointing stability and the reproducibility of the acceleration

process that took place in the interaction, a set of 10 consecutive shots is pre-
sented in fig. 3.13. The presented data are raw LANEX screen images in which
the scintillation light testifies the collimation and the spatial distribution of the
electron spots as emerging from the gas-jet. Data have been obtained with
1 mm diameter nozzle at a pressure from 6 to 10 bar, and in the raw images the
spatial conversion factor is 1 pixel=0.165 µm. As it is evident from fig. 3.13,
a strong electron signal is shot-to-shot present, with a inner more intense spot
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Figure 3.13: Beam profile monitor images of ten sequential shots with 1 mm diameter nozzle

with backing pressure ranging from 6 to 10 bar. Contours referred to different

divergence angles are also shown in the blank square.
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due to the presence of one electron bucket with low angular divergence. Among
the ten shots, the mean spot size of the most collimated ones, i.e. number 1, 2,
3, 6 and 10, is approximately 3 mm. Figure 3.14 shows the intensity lineout, in
arbitrary counts units, of the spot n. 2 of fig. 3.13. This implies that for those
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Figure 3.14: Intensity lineout, in arbitrary counts units, of the electron signal n. 2 of fig. 3.13.

shots the mean divergence angle is ≈35 mrad (2◦), the solid angle is ∼4 mstr
and the transverse emittance is ε = 0.06π ·mm ·mrad. Taking into account the
overall series of ten shots in fig. 3.13, the mean size of the inner beam spot is
4.2 mm, accounting for a divergence angle α ∼ 48 mrad. Even in the less colli-
mated electron signals of number 4, 5, 7, 8 and 9, a central spot with maximum
intensity is however always present.

An interesting feature evidenced with nozzles up to the diameter of 4 mm
and relatively high gas backing pressures (higher than 40 bar) is the presence
of multiple simultaneous spots in the beam profile monitor data. An example
of this is shown in fig. 3.15, in which raw data referred to the 2 mm diameter
nozzle at 40 bar (fig. 3.15(a)), at 80 bar (fig. 3.15(b)) and 3 mm diameter nozzle
at 100 bar (fig. 3.15(c)) are shown.

One possible explanation for the presence of multiple spots in the electron
signal can be found assuming that each low-divergence spot is related to each of
multiple accelerated buckets. This feature will be confirmed by the 3D numerical
simulations presented in section 3.4. Electrons injection is expected to happen in
different plasma waves, subsequent to multiple both longitudinal and transverse
wavebreaking (see section 1.2.4.1), favoured by the high-density of plasma due
to the high pressure in the reservoir.
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(a)
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(b)
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(c)

Figure 3.15: Beam profile monitor data referred to: (a) 2 mm diameter nozzle at a helium

backing pressure of 40 bar; (b) 2 mm diameter nozzle at 80 bar; (c) 3 mm

diameter nozzle at 100 bar. Raw LANEX data are shown side by side to their

3D surface map, for a better visualization of the intensity levels in the image.
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3.2.2 Results from the magnetic spectrometer

The shot-to-shot indication of the energy spectrum of the accelerated electrons
came from the employment of a magnetic spectrometer associated to the pre-
viously described LANEX screen. The layout of the spectrometer is shown in
fig. 3.16. The set-up for this diagnostics makes use of 1 T permanent magnet,

B

55
m

m
26

m
m

1 T magnet

20 mm Cu, 
1.5 mm aperture

nozzle

CCD

 20 m Al + LANEX

 energy

low energy

Figure 3.16: Sketch of the magnetic spectrometer set-up with arrangement of devices from

the nozzle up to the imaging CCD.

placed 26 mm behind the nozzle end edge and with a 20 mm of copper on its
front side to form a 1.5 mm aperture as entrance slit for the electron beam.
Behind the magnet’s rear side the LANEX screen, with a coating of 20 µm alu-
minium for shielding from the laser light, was placed at an angle of ∼ 36◦ and
at a distance of 55 mm (referred to the laser impact point). A tracking code was
used to calculate the proportionality relation between the electron deflection on
the scintillator screen as recorded by the CCD and the corresponding energy,
by taking into account the applied magnetic field and the distance and angles
that came into play in the experimental set-up of components.

Results from the magnetic spectrometer add to the beam profile monitor
indications concerning the correspondence between the target (nozzle diameter
and gas pressure) and the obtained electron spatial and spectral distribution.
As shown in the previous section, good spatial collimation was obtained with
the smaller nozzles (up to the 4 mm one) and fairly low pressure (not exceeding
40 bar). Occurrence of multiple electron spots and some radial structures was
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also noted in the same conditions, while an increase in backing pressure and
the use of larger nozzles provided electrons bunches with worse collimation. A
correlation can be found with the results form magnetic spectrometer in terms
of energy spectrum: the most energetic and monokinetic electron bunches are
obtained with the nozzles up to the 4 mm diameter one, with pressure not
exceeding 30 bar. In the following, data obtained with the 0.6 mm, 2 mm and
4 mm diameter nozzles are shown. Figures 3.17 to 3.19 present three data that
are representative of a large number of shots that provided similar results. These
data show quasi-monokinetic signal recorded by the magnetic spectrometer,
testified by a roughly single spot that emerges with higher intensity from the
streak that extends farther from the position of the laser axis.
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Figure 3.17: Magnetic spectrometer results for laser interaction with gas-jet at 8 bar backing

pressure flowing from the 2 mm diameter nozzle. (a) raw data; (b) reconstructed

energy spectrum. The position of laser axis is also shown.
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Figure 3.18: Magnetic spectrometer results for laser interaction with gas-jet at 25 bar backing

pressure flowing from the 4 mm diameter nozzle. (a) raw data; (b) reconstructed

energy spectrum. The position of laser axis is also shown.

Figure 3.17 is referred to a shot performed on helium gas-jet at a backing
pressure of 8 bar with the 2 mm nozzle, while fig. 3.18 and 3.19 are referred
to different shots with the 4 mm nozzle at a gas pressure of 25 bar. In the
former case, a minor distance of the laser focus position from the nozzle plane
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Figure 3.19: Magnetic spectrometer results for laser interaction with gas-jet at 25 bar backing

pressure flowing from the 4 mm diameter nozzle. (a) raw data; (b) reconstructed

energy spectrum. The position of laser axis is also shown.

(0.5 mm instead of 1 mm) accounts for the lower helium pressure with respect
to the latter cases. In figure 3.17(a) a single spot is present, with no low energy
component in the electron spectrum, while figs. 3.18(a) and 3.19(a) show a less
intense streak that extends for several centimeters from the higher energy peak.
This behavior is reconstructed in the energy spectra of figs. 3.17(b), 3.18(b)
and 3.19(b), which show a peak energy of ∼ 40 MeV in the first case and ∼ 25
and ∼ 30 MeV for the last two shots with the 4 mm nozzle.

As anticipated above, several shots presented at the same time multiple elec-
tron buckets with high energy, approximately in the same conditions in which
quasi-monochromatic electron bunches were produced. This feature, evidenced
also with the beam profile monitor (see fig. 3.15) was not shot-to-shot repro-
ducible, nor was determined by substantial differences in the interaction con-
dition. A first guess, with afterwards confirmation by numerical simulations,
is that multiple electron bunches originating from different plasma wave peri-
ods are independently accelerated in the wake of the laser. The difference in
energy and spatial position at the exit of the plasma may be due to a prema-
ture dephasing by some of them and to minor deflections in emerging from the
plasma column. An example of this aspect, from the point of view of electron
energy, is represented in the magnetic spectrometer data of figs. 3.20 to 3.22.
Raw data 3.20(a), 3.21(a) and 3.22(a) clearly show at least two peaks with the
highest intensity, as well as the low energy component. The 1D spatial resolu-
tion of the magnetic spectrometer makes it possible to note also a slight angular
deflection along the Y transverse axis of the images in figs 3.20(a) and 3.22(a).
The presence of the different energy peaks emerges quantitatively in the energy
spectra of figs. 3.20(b) to 3.22(b).
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Figure 3.20: Magnetic spectrometer results for laser interaction with gas-jet at 25 bar back-

ing pressure flowing from the 0.6 mm diameter nozzle. (a) raw data; (b) recon-

structed energy spectrum. The position of laser axis is also shown.
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Figure 3.21: Magnetic spectrometer results for laser interaction with gas-jet at 8 bar backing

pressure flowing from the 2 mm diameter nozzle. (a) raw data; (b) reconstructed

energy spectrum. The position of laser axis is also shown.
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Figure 3.22: Magnetic spectrometer results for laser interaction with gas-jet at 20 bar backing

pressure flowing from the 4 mm diameter nozzle. (a) raw data; (b) reconstructed

energy spectrum. The position of laser axis is also shown.
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3.2.3 Results from SHEEBA electron beam analyzer

The high-energy electrons accelerated in the laser-plasma interaction have been
characterized in number, spectrum, and angular distribution using an RCF-
based detector named SHEEBA (Spatial High-Energy Electron-Beam Analyzer)
[110]. It consists of an array of RCFs (specifically GAFCHROMICr HD810
and MD55) separated from each other by absorbers of different thickness and
materials: mylar foils, aluminum, iron, and lead. The device is described in
Appendix B. The operational principle of the SHEEBA detector is the same as
for a sampling calorimeter: RCFs are sensitive to charged particles; in partic-
ular, the change in their optical density after exposure is proportional to the
released energy (absorbed dose). Electrons with higher energy penetrate up to
the deepest RCF layers in the stack. The detector is able to provide both the
angular distribution, due to its 2-D feature (no pinholes or slit are needed), and
the spectrum of the incoming electron bunch. Thus, once the optical density
versus dose for a single RCF layer is known and the energy released in each
layer of the actual RCFs-absorbers stack is calculated with a Monte Carlo code
for a set of discrete kinetic-energy points, then the spectrum of the incoming
bunch can be retrieved by means of an iterative algorithm (see Appendix B).

The results obtained with SHEEBA have been correlated with the previous
results from both the beam profile monitor and the magnetic spectrometer to
check the consistency of the outcomes. As a representative case, results ob-
tained with the 4 mm diameter nozzles will be shown in detail in the following.
However, analysis of SHEEBA results obtained with all the nozzles has been
performed, and it confirms the previous statement that the larger nozzles are
not as performing as the shortest ones in terms of electron acceleration.

As a global warning, it has to be noted that all the data presented herebe-
low from the SHEEBA device have been obtained for an integration over 10
consecutive laser shots. Being SHEEBA an intrinsically single-shot diagnostics,
as it requires the vacuum interaction chamber to be opened for removal of the
RCFs for post-irradiance processing, it was chosen to maximize the recorded
signal (i.e. the number of recorded events) by maintaining the same RCFs ex-
posed to multiple incident electrons bunches, that is to several consecutive laser
shots. Furthermore, the SHEEBA device was placed ∼20 mm after the nozzle
entrance, and subtended a solid angle ∆Ω ≈ 0.7 sr.

The reconstructed electron spectra for the bunches accelerated form the largest
10 mm diameter nozzle with helium backing pressure of 100 bar is shown in
fig. 3.23, together with the energy spectrum obtained with the 5 mm nozzle op-
erated at 30 bar He pressure. As it is evident from the spectra for the 5 mm and
10 mm nozzles, no monochromatic components are present in either of them.
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Figure 3.23: Electron spectra for the 5 mm diameter nozzle operated at 30 bar helium backing

pressure and for the 10 mm nozzle at 100 bar He pressure.

It has to be noted that, even if the spectrum referred to 10 mm nozzle presents
a peak at energies around 12 MeV, it is fully masked by the error bars, which
lower its significance due to the fact that the reconstructed electron number for
that energy does not emerge from the background noise signal. As a reference,
the threshold for background was set at 106 electrons, below which the calcu-
lations of the reconstruction algorithm generated numerical errors with larger
magnitude than the signal.

The electron spectrum obtained with the 5 mm diameter nozzle is also plot-
ted in fig. 3.23, to show that even in this case the electron energy distribution is
approximately thermal with no particular energy peak except for a slight “knee”
from 2 to 8 MeV. A completely different scenario arises when considering the
acceleration in the smallest plasmas originated by the gas columns from 0.6,
2 and 4 mm diameter nozzles. Figure 3.24 shows the geometry of the experi-
mental arrangement with respect to the electron source for shots with the 4 mm
diameter nozzle. Five exposed RC layers are also shown, with indication of their
position in the stack of SHEEBA detector. Furthermore, fig. 3.25 presents the
whole set of RCFs taken out from the detector after 10 laser shots on the gas-jet
delivered by the 4 mm nozzle. Some considerations can be drawn even from a
qualitative point of view from the electron traces in the RCFs of fig. 3.25. As a
first point, it is noteworthy that every layer is impressed by the electron passage,
as testified by the optical density spots in the center of each film. The spot in
the last layers, up to the 19th one, is related to the most energetic electrons,
that are not suppressed by the absorber through their path in the whole device
length. From a comparison with the earlier layers, it is evident that the most
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Figure 3.24: Raw images of some RCFs after exposure to 10 consecutive laser shots at dif-

ferent depths in the stack. The optical density variation in correspondence to

the electron signal is clearly visible on each layer. The sizes of components in

the image are not in scale.

energetic and penetrating electron component is present in the central part of
the bunch, while the outer regions have an optical density that decreases with
RCF number. By the way, the raw data of fig. 3.25 present up to layer #10
some radial structures originating from the central spot and extending up to
the circular bounds of the imaging open window. This feature has been also
reported by the beam profile monitor diagnostics: it is fairly evident from data
in fig. 3.15 and in the following fig. 3.26, which shows three quickly-comparable
data with a color scale suitable for visible recognition of such structures. Due
to the fact that from the 11th layer onwards the patterns show basically only
a single spot in the center, it comes out that the radial structures in the early
layers are due to some low-energy electron populations. In fact, they are found
to disappear in the subsequent layers on, since only the high-energy electrons
survive beyond the absorber materials. The central spot present in all the RCFs
is thus the footprint of high-energy, well-collimated, and stable electron bunches
integrated over ten laser shots. The pointing position of the electron beams is
found to remain very constant, leading to an angular divergence of less than
100 mrad for the ten shots integration. If compared to the single-shot Lanex
data, this result is a further convalidation of the electron-beam quality. A pos-
sible explanation for the presence of the radial electron structures can be found
considering the results of the numerical simulations that are presented in sec-
tion 3.4, which describe the multiple injection of several electron buckets in a
trail of plasma waves behind the laser pulse. This event can thus be responsible
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200 
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Figure 3.25: Raw data extracted from the SHEEBA device after ten laser shots. Layer num-

ber increases with distance from the electron source. The position of the two

reference nail holes that will be exploited for image alignment by the recon-

struction algorithm are also evident in the lower part of each layer. A blank

image with angular scale indication is also shown.

Figure 3.26: Electron spots recorded by the beam-profile monitor showing radial structures

in the electron signal.

90



3.2. RESULTS OF ELECTRON ACCELERATION

for acceleration to different energies of more than one packet of electrons, whose
signal is recorded by the monitoring diagnostics as the ensemble of collimated,
high-energy bunches together with uncollimated, radially expanding electron
blades.

The spectra obtained for the cases of 0.6, 2 and 4 mm nozzles are shown in
fig. 3.27. Except for the 0.6 mm case, both for 2 mm and 4 mm nozzles some
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Figure 3.27: Electron spectra for the 0.6 mm diameter nozzle operated at 20 bar helium

backing pressure, for the 2 mm nozzle at 8 bar He pressure and for the 4 mm

diameter nozzle at 25 bar.

monokinetic structures are present, in the former case there is a double peak at
energies of ∼ 7 and 12 MeV, while in the latter case the peak is centered at about
10 MeV; with both nozzles, a “knee” is present at energies of about 20 MeV.
On the opposite of the previous case referred to the larger nozzles, this time the
retrieved integrated electron number is significantly above the numerical noise
threshold.

The analysis algorithm described in Appendix B extracts from the scanned
raw images of the RCFs the number and the angular distribution of electrons
at fixed values of kinetic energy. The sampling energies have been chosen to
simplify the numerical calculation and range in an interval from 0.1 Mev to
∼400 MeV (the last two energies of ∼350 MeV and ∼400 MeV being taken
as highest dummy stop-values). The results are shown in fig. 3.28 for a set of
electron energies from 3.2 MeV to 100 MeV.

In the lower energy profiles, the above discussed radial structures are again
recognizable, while the central spot is still quite large with more than 200-mrad
divergence. As the energy increases, the structures drop away, and the more
collimated low-divergence spot remains at the center of the image. It is then
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Figure 3.28: Spatially resolved spectral data of the accelerated electrons from the SHEEBA

detector for energies ranging from 3.2 MeV to 100 MeV. These electron spatial

profiles at different energies are referred to the raw data scanned patterns of

fig. 3.25.
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clear that the electron population with lower energy is less collimated, and
partially originates by unstable regions in the laser wake. For this particular
series of shots, the analysis reveals the presence at higher energies of at least
two spatially separated lobes. This occurrence is fully consistent with single-shot
results from the beam profile monitor in fig. 3.15 and can be seen as the result of
a very stable process, in which the integration over multiple shots does not smear
the angular divergence of the electron bunches that are accelerated with high
collimation and stable pointing direction. In case of several consecutive shots,
as the ten-in-a-row recorded by SHEEBA, the presence of multiple spot may
arise either from single bunches accelerated in different shots and with different
pointing, or from multiple bunches from the same shot. The overall good spatial
collimation is however a marking point for both the possible explanations and
testifies the quality of the results.

Furthermore, as presented above, data relevant to the number and the spatial
distribution of electron bunches are possible to be retrieved for different fixed ki-
netic energies. Then, in order to draw some considerations on the measurement
of the electron angular divergence, a two-fold analysis can be performed: a first
one, based on electron energy, aimed to measure the angular divergence of single
monokinetic bunches, and a second one based on the whole signal (integrated in
energy) left by all the electrons in the bunch. This kind of distinction is useful
to study the characteristics of monokinetic electrons if an extraction of a given
energy component is planned (e.g. by means of bunch shielding).

For first, it is possible to measure the angular divergence of the most ener-
getic electron buckets recorded by SHEEBA (the ones that have enough kinetic
energy to penetrate to the deeper layers). Looking at fig. 3.28 and considering
only the 60 MeV energy snapshot, it is evident that there are two most intense
spots. That image is reported in fig. 3.29 next to the horizontal lineout of the
electron distribution taken in correspondence to the double spot. An angular
divergence of approximately 50 mrad is retrieved for the more collimated peak.
This is in agreement with data from the beam profile monitor. From the lineout
of fig. 3.29 the presence of two distinct spots is easily recognizable.

As second consideration, one can consider the integration over electron en-
ergy from (i) 1.3 MeV to 350 MeV and (ii) from 12 MeV to 350 MeV. Both
cases are presented in fig. 3.30. From this figure emerges the feature of higher
collimation associated with the more energetic electron components in the pro-
duced bunch. While in fig. 3.30(a) the overall energy distribution contributes
to smear the spatial distribution over a total large spot of a few hundreds of
mrad, increasing the threshold to 12 MeV (fig. 3.30(b)) makes the single and
more intense spots emerge with possibility of evaluating their much less angular
spread.

Finally, the number of electrons resulting from the integration over electron
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50 mrad

60 MeV

250 mrad

Figure 3.29: Horizontal lineout of the electron distribution referred to the 60 MeV recon-

structed image from SHEEBA.

energy from 3.2 MeV to 350 MeV is found to be 3.08·1011 for the whole 10
consecutive shots. This data is useful to be compared with the results obtained
from the photo-nuclear activation of a 197Au target described in the following
section.
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250 mrad

1 to 350 MeV

(a)

250 mrad

12 to 350 MeV

0 mrad

0 mrad

(b)

Figure 3.30: Horizontal lineout of the electron distribution referred to the integration of

reconstructed image from SHEEBA corresponding to electron energies of (a)

1.3 MeV to 350 MeV; (b) 12 MeV to 350 MeV. The approximate FWHM mea-

surement of angular divergence is also indicated for some recognizable struc-

tures.
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3.3 Results of photo-activation of 197Au

A further diagnostics has been employed in the experiment: the photo-activation
of a sample of 197Au, that has been carried out in collaboration of researchers
of the Institute for Transuranium Elements (ITU) of Karlsruhe, Germany. This
method enables an accurate measurement of the electron beam flux, including
information on the uncertainty associated with this data.

The method consists basically of three separate steps. First, a 197Au foil
is irradiated by a flux of bremsstrahlung photons originating from the laser-
produced electrons in a tantalum slab “radiator”. In this way, radioactive
nuclei are produced in the gold sample through the photo-nuclear reaction
197Au(γ,n)196Au. Then, the total radioactivity induced by the bremsstrahlung
photons is measured by means of post-irradiation spectroscopy of the gold sam-
ple with a high-purity germanium detector. Finally, the absolute number of
incident photons (and then indirectly of the primary electrons) is evaluated
from the obtained data coupled to a dedicated Monte Carlo modelization of the
interaction1.

The sample of 197Au was chosen for its nuclear properties. In general, in
fact, photo-activation is particularly efficient for photons of energy close to the
Giant Dipole Resonance (GDR) of many nuclei. The GDR was investigated
about 60-70 years ago as a strong resonance, that was denoted to have electric
dipole nature [114, 115]. The GDR is enhanced for incoming particles with
energy in the range 10-30 MeV, depending on the target material, and the
photo-absorption cross section assumes a Lorentzian shape:

σ(E) =
σm

1 + [(E2 − E2
m)2/E2Γ2]

(3.2)

where Em, σm and Γ are the resonance energy, maximum cross section and
FWHM respectively [116]. The experimental cross section for the reaction
197Au(γ,n)196Au is shown in fig. 3.31, from which it can be evinced that Em =
13.52 MeV, σm = 529.2 mb and Γ = 4.5 MeV [117]. Data from the previously
described diagnostics on electron bunches indicate that the energy ranges of
197Au GDR and of the produced electrons are suitably matched.

3.3.1 Set-up and obtained results

The layout of the experimental arrangement of radiator and gold slab after the
source of electrons is shown in fig. 3.32. A 2 mm thick tantalum foil was placed
35 mm after the nozzle to act as source of bremsstrahlung gamma radiation
originating from the interaction with the plasma-accelerated electrons. The
197Au slab, with cross-sectional area of 1.9x1.9 cm2 and 4 mm thickness, was

1Nuclear activation of materials initiated by electrons from a laser-plasma accelerator was

demonstrated for interactions on solid [112] or gaseous targets [113].
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Figure 3.31: Experimental cross section for the reaction 197Au(γ,n)196Au (from [118]).

put 50 mm after the Ta radiator and was irradiated by the gamma radiation.
Both Ta and gold samples were aligned to be parallel with respect to each other
and perpendicular to the laser propagation plane. The energy range of the ac-

35 mm

Laser­plasma 
interaction

e ­ bunch

Ta 
2 mm

Au 
4 mm

 ­ radiation

“radiator”

50 mm

Figure 3.32: Experimental set up for photo-activation measurements.

celerated electrons implies that the predominant photo-activation reaction to
take place in the gold slab is 197Au(γ,x · n)196Au with x = 1, even if a small
number of reaction involving higher x takes also place.

The set-up for measurement of nuclear activation was exposed to irradiation
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for a time period of approximately one hour, during which 106 laser shots were
fired. After that, the gold slab has been taken from the vacuum chamber and put
in a germanium detector (p-i-n semiconductor diode).In fact, the radio-active
nuclei of 196Au, generated out of the stable 197Au population in the slab, emit
two primary photons at 333 keV and 355 keV. The spectrum of this radiation
was measured by the germanium detector after ensuring low temperature oper-
ation of 80 K (to avoid thermally induced leakage currents) and lead shielding
from background radiation. The post-irradiation monitoring time in the germa-
nium detector was 143 hours, after which the gamma ray spectrum reported in
fig. 3.33 was obtained. To obtain the real number of produced 196Au nuclei, a

333 
keV

355 
keV

Figure 3.33: Gamma ray spectrum in the energy range of interest measured by the germa-

nium semiconductor detector. The characteristic gamma lines at 333 keV and

355 keV are indicated.

corrective factor has to be applied to the measurement of the Ge detector: due
to the finite dimension of the (non-pointlike) gold slab, absorption and scat-
tering of the gamma radiation in the gold target were considered in a Monte
Carlo code to model the detector response. The result is a factor of 3.25 to be
multiplicand by the raw measurements, and the corrected activity is calculated
in table 3.1 for both decay lines after background subtraction.

The trend of measured counts by the Ge detector with time enabled also a
consistency check of the half-life of 196Au: the retrieved value of 6.09±0.26 days
agrees with the tabulated value of 6.17 days from nuclear data sheets [117].

The nuclear activation technique is able to provide the absolute number
of electrons (at given energies) that gave rise to the production of the mea-
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Gamma line Relative line Activity (Bq) Number of Uncertainty
intensity atoms

333 keV 22.9 % 144.3 1.11·108 4.28 %
355 keV 87 % 161.2 1.24·108 4.24 %

Table 3.1: Results from gamma spectroscopy of the produced 196Au nuclei after irradiation

of 197Au slab.

sured number of 196Au nuclei. The measured radio-activity, correlated with
a Monte Carlo simulation of the interaction performed with the experimental
geometry, a relative incoming electron spectrum and the differential cross sec-
tion of the photonuclear reactions as inputs, weights and corrects the simulation
results giving the accurate absolute number of the incoming electrons. The elec-
tron bunch spectrum was adjusted in order for the spectrum of the generated
bremsstrahlung radiation to fit the measured experimental data, which is shown
in fig. 3.34.

Figure 3.34: Spectrum of the bremsstrahlung radiation impinging on the gold slab target as

calculated from the (γ,n) reaction yield.

As inputs of the simulation, performed with CERN GEANT4 libraries [119],
the cross section of fig. 3.31 and an electron spectrum integrated over 22 consec-
utive laser shots (to account for shot-to-shot variations) were considered. The
integrated image obtained from the sum of the 22 consecutive shots and the
related relative spectrum are shown in fig. 3.35. The overall obtained results for
bremsstrahlung and electron beam fluxes are specified in table 3.2.
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Figure 3.35: Magnetic spectrometer integrated result for 22 consecutive laser shots with

4 mm nozzle at 25 bar. (a) raw data; (b) reconstructed energy spectrum. The

position of laser axis is also shown.

Calculated yield
N(γ,n) (1.24±0.05)·108

N8→17.5MeV
γ (2.78±0.12)·1010

N≥8MeV
e (7.76±0.33)·1011

N≥3.4MeV
e (3.34±0.14)·1012

Table 3.2: Calculated yields for the 197Au(γ,n)196Au reaction and for the corresponding

bremsstrahlung and electron beam fluxes.
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As it follows from the results of the photo-nuclear analysis, the absolute
reaction rate is as high as 1.46·106 per joule of incident laser energy, while the
number of electrons with energy higher than 3.4 MeV is (3.15±0.13)·1010. This
latter data can be compared with the SHEEBA result referred to the electron
number obtained after integration in energy from 3.2 MeV up, which is 3.08·1010

per laser shot, making it evident the consistency of the independent measure-
ments.

Even though the high efficiency of the photo-activation process initiated by
electrons from a laser-plasma cathode has been well established [120], however,
due to the low cross sections of photo-nuclear processes studied in experiments,
a large number of shots are required to obtain a detectable amount of nu-
clear reactions. In literature, cumulation of 103 to 104 laser shots are reported
for the efficient ignition of a large number of reactions in several nuclear tar-
gets [113, 121, 122]. In the presented experiments, only 106 laser shots were
sufficient to provide a competitive 197Au(γ,n)196Au reaction rate. The efficiency
of the tested electron acceleration process is testified by this comparison [123].
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3.4 Results of 3D-PIC numerical simulations

In order to better comprehend the physical mechanisms that come into play
in the self-injection and acceleration of the electron bunches during the laser-
plasma interaction, a set of numerical simulation has been performed by Nico-
las Bourgeois (LULI-École Politechnique, France) and Xavier Davoine with the
supervision of Erik Lefebvre (CEA/Bruyères-le-Châtel, France) with the 3-D
particle-in-cell code CALDER [124]. The CALDER code is fully relativistic
and is parallelized by using a orthogonal and regular spatial domain decom-
position [125]. The numerical simulation presented here has been performed
with a co-moving frame window with the laser pulse and accounts for the in-
teraction of 10 TW, 65 fs linearly polarized laser pulse, focused in a 15 µm
waist to moderately relativistic intensity (I≈8.5·1018 W/cm2, a0 ∼ 1.5) with
a 4 mm long plasma. The longitudinal electron density profile of the plasma
was assumed to have linear ramps of 500 µm on entrance and exit edges and a
constant plateau with electron density of ≈2·1019 cm−3. This value of density
implies λpe = 7.5 µm and thus the laser pulse length is approximately more than
twice the plasma wavelength. The parameters of the simulation were chosen as
follows: the spatial steps were takes as ∆x = 0.25, ∆y = 0.18 and ∆z = 0.18
in units of λl/2π (so that ∆x = 0.0318 being λl = 0.8 µm and x the direction
of laser propagation). The time step is ∆t = 0.24 ω−1

l , where ωl is the laser
pulsation. The grid was made by 2480x220x220 cells (2480 cells in the longitu-
dinal x direction and 220 in both the transverse directions y and z), resulting
in a 79x50x50 µm3 simulation box, in which 5 particle per cell were considered
for the electron density. Finally, ions were treated as immobile background.

Figure 3.36 shows the modification of the laser envelope during the propaga-
tion of the pulse in the plasma, and the consequent excitation of plasma waves
in its wake. At very early times in the pulse propagation (fig. 3.36(a)), the laser
pulse begins to excite plasma waves in its back. After 2.1 ps, the pulse has un-
dergone modest self-focusing and temporal compression, as the plasma electron
density grows in its wake. However, it is still approximately two times longer
than the λpe. The pulse compression is enhanced in the following path through
the plasma and, jointly, self-phase modulation and pulse compression contribute
to split the laser pulse into pulselets capable of exciting large amplitude plasma
waves, as shown in fig. 3.36(c). Finally, after ∼2.5 mm of propagation, the laser
pulse shows significant depletion and defocusing that lead to an attenuation of
the plasma wave, as shown in fig. 3.36(d).

The results of the simulation in terms of the electron density distribution in
the wake of the driving laser pulse are meaningful for the comprehension of the
occurred process of electron injection and acceleration. Snapshots describing
the situation of the plasma wake at different times during laser propagation are
shown in fig. 3.37. The simulated electron density shows a nonlinear plasma
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Figure 3.36: Snapshots of the electrical field distribution during the laser pulse propagation

at (a) 0.062 mm, (b) 0.62 mm, (c) 2 mm and (d) 2.5 mm in the plasma. Contour

lines describe different values of a0 in the laser pulse envelope. The laser comes

from the left-hand side.
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Figure 3.37: Snapshots of the electron density distribution in the wake of the laser pulse at

different times during its propagation in the plasma. The blue contours identify

electron bunches with energy higher than 5 MeV. The laser comes from the

left-hand side.

104



3.4. RESULTS OF 3D-PIC NUMERICAL SIMULATIONS

wave growth with a clear progressive transverse bending of the wave front.
Looking at the electron plasma wavefronts excited by the laser propagation
after 0.5 mm (fig. 3.37(a)) to 1 mm (fig. 3.37(c)), the non-linear nature of the
interaction is evident from the steepening of the fronts, correspondent to highly
peaked density oscillations. The plasma wave then reaches the wave breaking
limit (5·1011 V/m) and electrons originating from the back of the first plasma
wave period are injected into the accelerating region of the wave. Electron
trapping begins indeed to occur in the first two buckets behind the laser pulse,
and as it travels forward, loads more charge also in the subsequent periods of
plasma (the third and the fourth in fig. 3.37(c) and fig. 3.37(d)). The electron
density distribution when the pulse is about 1.65 mm after the entrance shows
the efficiency of beam loading (the electron bunches with E>5 MeV are identified
by the blue contour lines). It has to be noted that, because of the non-linear
interaction strongly driven by the laser pulse in the plasma, the wavefronts
are clearly curved in the transverse direction assuming the “horse-shoe” profile.
The curvature radius of each plasma wavefront evolves with time becoming
smaller for farther wave periods. It become than possible also for transverse
wavebreaking to occur even in buckets behind the first plasma period [17]. Most
of the electrons are in fact efficiently accelerated in the third and fourth plasma
periods. As mentioned above, after little more than 2 mm of propagation in the
plasma, the laser pulse depletes and defocuses, loosing its capability to sustain
large amplitude waves. The accelerated electrons then exit from the plasma
maintaining the gained energy and collimation.

The energy gained by the self-injected electrons in the simulation is shown in
fig. 3.38 for four significant moments in the simulation. The snapshots show the
electron momentum distribution along the propagation axis when the pulse is
at about 1 mm (fig. 3.38(a)), 1.65 mm (fig. 3.38(b)), 2.15 mm (fig. 3.38(c)) and
2.45 mm (fig. 3.38(d)), respectively. The electron bunches are accelerated up to
42 MeV, then the depletion of the laser pulse stops the excitation of the plasma
wave. The electron bunches are then no longer accelerated and propagate in
the last part of the gas-jet.

3.4.1 Discussion on consistency of simulation and experi-

mental results

A set of consideration can be drawn from the comparison of the numerical sim-
ulation outputs and the experimental results. First, the determination of the
laser pump depletion distance explains the trend of the acceleration efficiency
as a function of the nozzle diameters. In fact, from the simulations it turns out
that after a propagation distance of approximately 2.5 mm, the pump depletes
and doesn’t excite high-amplitude plasma waves in the following travel through
the gas-jet. This aspect, evident in the snapshot of the simulated electric field
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Figure 3.38: Electron momentum distribution at different instants in the propagation of the

laser pulse through the plasma. Snapshot are referred to distances traveled by

the laser of approximately (a) 1 mm, (b) 1.65 mm, (c) 2.15 mm, (d) 2.45 mm.

106



3.4. RESULTS OF 3D-PIC NUMERICAL SIMULATIONS

associated to the laser propagation of fig. 3.36(d), is consistent with the exper-
imental verification that with nozzles larger than 4 mm the output in terms
of electron energy gain and spatial collimation was much lower than with the
smaller nozzles. Even if in some shots some monochromatic electron bunches
have been recorded by the magnetic spectrometer, when ten shots integration
is considered (i.e. the SHEEBA results), no monokinetic structures emerges
from the thermal spectrum of accelerated electrons: see for example fig. 3.23.
The attenuation of the accelerating structure, that even breaks spreading the
loaded electrons in neighbour plasma periods or in the background, results in
a smearing of the spectrum, even in case of presence of early phase-matched
bunches.

A second point of interest that emerges from the numerical modeling of the
interaction concerns the simultaneous self-injection of buckets of electrons in
several plasma periods which follows the first behind the driving laser pulse.
This feature is linked to several experimental observations: (i) the presence of
multiple spots (see for example figures 3.15, 3.30(b)) and/or radial structures
linked to low energy electron blades (figures 3.25, 3.26) in the angular distri-
bution of high-energy electrons after the gas-jet, recorded by the beam profile
monitor and by SHEEBA device, (ii) the presence of more than one monoki-
netic component in the spectrum as recorded by the magnetic spectrometer and
SHEEBA (figures 3.22, 3.27), (iii) the high-charge measured with SHEEBA
and with the nuclear activation of a 197Au sample. While the inner, most ener-
getic component of the accelerated electron current remains basically stable in
position and with a good collimation, a component made up by electrons with
lower energy coming from different plasma periods may result, after propagation
through different distances the plasma, in separate spots in the recorded angu-
lar distribution. Furthermore, the occurring dephasing of a fraction of electrons
(even from different buckets) contributes to the low-energy measured structures.
The overall generated current, however, groups all the energetic components in
the spectrum and reaches the nC level, taking advantage of the injection of many
bunches in subsequent plasma periods. Finally, the non-linear character of the
process accounts for the shot-to-shot fluctuation in the peak energy observed in
the experiment.
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Chapter 4

Perspectives for

applications of the

laser-plasma source

4.1 Rationale for the chapter

The availability of a source of electrons like the one presented in the previous
chapter makes it natural to conceive possible applications in several science and
medicine fields. For this discussion, it is useful to distinguish between two main
classes of usage of the electrons produced in the laser-plasma accelerator: (i) as
primary beam, as they come out from the plasma; (ii) as source of secondary
radiation, after the interaction with a converter medium.

(i) Relativistic electron beams are directly used for various purposes. The
fields of employment related to medicine are however the most relevant
in terms of attracted attention and oriented research. Electron acceler-
ators are used in hospitals either as a clinical tool, in the radiotherapy
treatment of oncological diseases [126], and to sterilize medical products
from typical contamination by microorganisms on the surfaces of medical
instruments [127]. In the following, I will mainly consider the radiother-
apeutic application: electrons are in fact used for the treatment of su-
perficial tumors in external-beam radio-therapy (RT) or in the so-called
Intra-Operative Radiation Therapy (IORT) directly on the tumor bed dur-
ing the surgical resection procedure. In section 4.2 the likely benefits from
a laser-plasma electron accelerator for RT and IORT treatments are dis-
cussed, with emphasis on the potentiality of the electron source described
in the previous chapter.

109



CHAPTER 4. PERSPECTIVES FOR APPLICATIONS OF THE LASER-PLASMA
SOURCE

(ii) Multi-MeV electrons from a laser-plasma cathode are also used to gener-
ate energetic bremsstrahlung photons, via their passage through a thick
absorber material with high atomic number. The conversion efficiency of
this conversion usually lies in the 10% order and, in case of monochromatic
electron bunch, the produced γ-rays have a continuous energy spectrum
that ranges from 0 MeV up to the electron energy. Like the previous case,
the interest for this kind of radiation is triggered by several perspectives
of employment. For example, the possibility to perform high-resolution
imaging of biological or complex material samples has been demonstrated:
the bremsstrahlung photons have been used to perform radiographies of
dense objects with fine internal structures for which a compact γ-source
is needed [128]. Alternatively, secondary gammas can be used to initiate
nuclear reactions in irradiated suitable samples. This kind of application
has been widely investigated in experiments of electron acceleration in
laser-solid and laser-gasjet interactions, for two main reasons: the first is
the chance to perform nuclear experimental studies on a day-to-day basis,
which would never be allowed at a standard electron accelerator facility,
with a compact source of radiation with ultra-short duration; the second
relies on the possibility to induce with high efficiency nuclear reactions
like activation, transmutation, fission and fusion that have, in addition
to research impact, also a societal importance (e.g. production of radio-
isotopes for nuclear medicine or transmutation of nuclear waste product).
In section 4.3 a brief review of this application is reviewed.

Beyond the above two classes of usage, it is worth citing a third applica-
tion that is attracting increasing consideration: the set-up of a free electron
laser (FEL) seeded by laser-plasma accelerated electrons. A FEL is a source
of tunable, coherent, high power radiation, based on the emission of laser-like
radiation by relativistic electrons that undergo a slalom trajectory through an
arrangement of magnets called “undulator” [129]. Several schemes are under
study to employ laser-plasma accelerators as drivers of FEL radiation, since it
would impact on two major issues for FEL technology: limited cost and overall
size of the device (electrons are currently accelerated in kilometer-long linear
accelerators1) and short time duration of the generated radiation. Furthermore,
FEL generating X-ray radiation (XFELs) based on laser-plasma electrons are
meant to be capable of ultra-high brightness outputs (1012 photons/pulse in the
0.1% bandwidth) which, jointly with the intrinsic ultra-short duration, makes
them a powerful tool for several scientific tests (e.g. the probing of ultrafast
molecular processes) as well as industrial and medical purposes [130]. Much
work is being carried on from the theoretical point of view to optimize the

1As an example, the European XFEL Project (http://www.xfel.eu) will rely on a 2.1 km

long linear accelerator
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brightness of the driving electron beams (see for example [131]), although ex-
treme conditions (1 nC of electrons at 1 GeV energy) are required for practically
implement a laser-plasma based XFEL [132].

4.2 Application of laser-plasma accelerated elec-

trons in medical radiotherapy

Due to the constant increase of tumor occurrences in worldwide population,
clinical treatments based on radio-therapy (RT) with bunches of relativistic
electrons are very frequently performed as auxiliary therapy to surgical removal
of oncologic diseases. Advances in radio-frequency based linear accelerators
(RF-linacs) have made several major industrial suppliers (Varian, Siemens, Sor-
dina, Philips and many others) produce medical devices capable of producing
electron bunches with energy from 2 to ∼15 MeV to release dose rates in the
treated region of tens of Gy/min. Besides the external RT performed after
the surgical removal of the tumor mass, a technique called Intra-Operative
Radiation-Therapy (IORT) is an innovative additional option, which consists
in direct irradiation of residual specific areas of a tumor bed during a surgical
procedure. IORT enables irradiation of a limited volume of tissue next to the
tumor area (it has been observed that the 85% of recurrences happen in the scar
tissue area [126]) with a major visual control of the target volume and mapping
of the irradiation field, from which the surrounding healthy structures can be
displaced [133]. In IORT treatments, a typical dose of the order of 20 Gy/min
is released in sequences of electron bunches from a RF-linac. From the biologic
point of view, single-dose IORT effectiveness is hypothesized to be two to three
times the one of fractionated radiotherapy, so that 15 Gy of IORT is equivalent
to 30-45 Gy of fractionated external beam irradiation [134].

The requests for a RF-linac are mainly oriented to guarantee stability and
reliability of the electron bunches, while the overall dimensions and weight limit
the flexibility of usage and the cost of the device exceeds the economic support-
ability by small medical centers or underdeveloped countries. Furthermore, a
RF-linac has to be used in a surgery room and specific equipment are manda-
tory to satisfy the surgical-theatre requirements to access and operate in a clean
environment while preserving either safety radiation protection of personnel and
easy performances of control and manoeuvre.

In general, the achievable properties of the electron beams produced in a
laser-wakefield accelerator have stimulated wide discussions about the applica-
tion of laser-driven electron sources in clinical RT and IORT [135, 136, 137, 138,
139]. In principle, laser-plasma accelerators (LPA) can deliver the same dose in
the same overall time period with electrons of the same kinetic energy. A series
of advantages characterize the use of a LPA in IORT treatments: first, a T3 laser
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system can ensure more compactness and a lighter structure of the mechanical
layout. This is also due to the much shorter acceleration length (few mm’s)
with respect to a RF cavity (order of one meter), and may reflect in a higher
mobility and in the possibility to simultaneously serve multiple gantries (i.e.
multiple patients) by optically splitting and guiding the laser pulse. Moreover,
the all-optical mechanism of generation of relativistic electrons does not require
a radio-protected environment except for the source-to-skin distance (SSD). A
wide energy range is accessible with a LPA by tuning only the interaction condi-
tion (not a severe retuning of the accelerator is needed as opposite to a RF-linac),
with the possibility to easily reach higher energies up to 50 MeV in order to
reach deep seated tumors [140]. Finally, the absence of thermoionic valves as
well as of ultra-high-vacuum requirements enhance the easiness of maintenance
operation. However, the main difference is that electron bunches from a LPA
are many orders of magnitude shorter (picoseconds) than in the RF-Linac case
(microseconds). Consequently, the electron bunch peak current can reach the
kA level, one million times higher than the previous case. The effects of such
huge currents on biological matter and their therapeutic potential are basically
unknown.

In the following, a brief comparison between the currently operating medical
RF-linacs and the laser-plasma cathode optimized in the CEA/Saclay experi-
ment will be carried out, stressing the major tasks to be addressed for the
clinical purposes with a laser-driven linac.

4.2.1 Discussion on the application of the CEA/Saclay

electron source

In chapter 3, the relativistic electrons produced in the experiment performed at
CEA-Saclay (France) have been characterized in detail with several advanced
diagnostics in energy spectrum, number, angular divergence and stability over
many days and laser shots. A charge higher than 1.5 nC per laser shot has been
obtained in reproducible, fairly collimated, and quasi-monochromatic electron
bunches, whose peak energy moved shot by shot in the range 10-45 MeV. As it
is evident from fig. 3.35(b), the electron energy spectrum integrated over a large
number of shots was found to peak at 21 MeV, with a FWHM energy spread of
≈8 MeV. This kind of integrated spectrum is suitable for IORT class of cancer
therapy.

Comparison of the main parameters of electron bunches produced by two
commercial RF Hospital accelerators for IORT treatment and those of this laser
driven accelerator is shown in the Table 4.1.

As it emerges from the comparison, most of the performances of the exper-
imental laser driven electron accelerator set-up at CEA-Saclay are comparable
with presently used conventional accelerators. However, while the dose delivered
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Accelerator type IORT-NOVAC7 LIAC Laser-driven
accelerator

Producer HITESYS S.p.A SORDINA S.p.A ref. [123]
Electron energy ≤ 10 MeV ≤ 12 MeV ≥ 10 MeV

(3, 5, 7, 9 MeV) (4, 6, 9, 12 MeV) (10 - 45 MeV)
Peak current 1.5 mA 1.5 mA >1.6 kA

Bunch duration 4 µs 1.2 µs < 1 ps
Bunch charge 6 nC 1.8 nC 1.6 nC

Repetition rate 5 Hz 5-20 Hz 10 Hz
Mean current 30 nA (5 Hz) 18 nA (10 Hz) 16 nA (10 Hz)

Table 4.1: Basic performances of two commercial medical linacs compared with the laser-

plasma electron accelerator set up in the CEA/Saclay experiment described in

chapter 3.

for each shot is also comparable, the electron bunch duration is about six orders
of magnitude higher in the case of the LPA. Consequently, the peak current is
106 times higher. The biological and therapeutic effect of such huge difference
is still unknown. In addition, it has to be noted that electrons from a LPA have
an intrinsic angular divergence of a few hundreds of mrad. This feature, that
represents a drawback in the framework of competition with large-scale accel-
erators like the CERN’s LHC, is in this case an advantage: in fact, standard
RF-linacs need the produced electron beams to be widened and then collimated
to 2 to 8 cm diameters.

The dose rate delivered by the electron beams accelerated in the CEA/Saclay
laser-plasma cathode can be evaluated by multiplying their “effective fluence”
on irradiation target by the mass stopping power for water [135]:

D =
ε

e
· I
A
· dE
ρdx

(4.1)

in which ε is the fraction of electrons that reach the target, e is the electron
charge, I is the current, A is the target cross section dE/ρdx describe the
energy loss in a medium with density ρ. For a water phantom, ρ = 1 g/cm3 and
dE/dx ∼ 2 MeV/cm. Considering 2 nC of charge at 10 Hz, the 10% of which
reaches a region of 25x25 cm2 of the patient (standard value for external RT),
equation (4.1) implies that the released dose rate is approximately 0.1 Gy/min,
i.e. more than one over twenty the clinical request. However, if smaller areas
of treatments are considered, like the ones irradiated during IORT procedures
of 4 to 6 cm diameter [141], significant dose rates for medical purposes can be
reached once that an adequate repetition rate is provided.
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4.2.2 Perspectives for practical application of the CEA/Saclay

accelerator

The implementation of a medical device based on the results obtained in the
CEA/Saclay experiment, that will be taken as example for the whole class
of laser-plasma sources of high-energy electron beams, should face a series of
problems that range from the basic comprehension of therapeutic benefits to
mechanical prototyping of the device.

As pointed out before, the major basic task consist to assess the effects of an
LPA electron beam characteristics (ultra-high currents administered in ultra-
short bunches) on biological targets. Their therapeutic potential is basically
unknown and might add relevant information in radiobiology and radiotherapy
planning. As principle experiment, the irradiation of biological sample (starting
from DNA and molecular samples up to animal with implanted glioma) should
be performed, in order to evaluate the induced damage via proteomic analysis
and imaging techniques. In fact, damage to normal tissues remains the most
important limiting factor in the treatment of cancer by radiotherapy. Vascular
injury is one of the most common effects of radiotherapy on normal tissues, and
endothelial cells are considered to be very radiosensitive. One possible scenario
is that electron beams from a LPA may permit a dramatic reduction of vascular
damage. To this purpose, comparative studies between a LPA and a RF-linac
should be performed to validate or discourage the application of ultra-short
bunches in radio-therapy.

The deliverables of such a systematic study would impact both on basic ra-
diobiology scientific research and also represents a benchmark for the effective
employment of LPAs in clinical practice. It is also possible that equivalent ther-
apeutic effects could be obtained at lower dose rate with ultra-short electron
bunches with reduced side effects for the patient. Furthermore, the proposed
original study represents a milestone toward the possibility of use of a LPA in
customized radiation therapy treatments.

From an engineering point of view, some optimizations should be yielded to
the layout of a practical device, to make it possible for the outgoing electrons to
reach the sensitive region in the patient. In the previous section it has been evi-
denced that the angular spread of the electron beams from a LPA is intrinsically
as wide as necessary for treatment, altough minor adjustments should be per-
formed. The usual technique adopted to resize the beam in medical RF-linacs
is to scatter it through a scattering foil system and then collimate it with an
external applicator shaped as a 60 cm long tube usually made of Perspex mate-
rial [142]. The possibility to avoid scattering foils or to shorten the applicator
can result in a decrease of unwanted X-ray radiation or secondary electron com-
ponents with significant different energy. Figure 4.1, taken from [137], shows a
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hypothetical layout of a future medical linac.

Moreover, the need to go to high repetition rates for the synchronized laser-
gas-jet interaction represents a further problem to be overcome. Up to now, this
task is one of the most limiting issues for an effective employment of a LPA in
systematic treatments: in fact, high repetition rates are usually off-limits due
to the load of gas emitted by the gas-jet in the vacuum chamber, that is not
unloaded by the pumps with sufficient velocity.

Figure 4.1: Artist’s view of a laser-driven medical linac prototype (from [137]).

4.3 Application of laser-plasma accelerated elec-

trons for nuclear studies

As anticipated above, the nuclear science obtains from laser driven electron
sources a brand new input to perform interesting measurements in the context
of many laboratories equipped with ultrashort powerful lasers. The ultrashort
duration of the accelerated bunches represents a further attractive feature for
these kinds of studies. Although electrons themselves are capable of trigger-
ing nuclear reactions, their cross section is at least two orders of magnitude
smaller than for photon-induced reactions, which represent the dominant pro-
cesses [143].
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In the following I will focus on nuclear reactions induced by gamma radiation
produced by bremsstrahlung of laser-produced electrons in suitable targets. This
case is usually mentioned as “photo-activation” and is particularly efficient for
photons of energy close to the Giant Dipole Resonance (GDR) of many nuclei.
The GDR, already introduced in section 3.3, is common to all nuclei and has
form and width that depend on material atomic weight A; this behavior was
addressed to collective protons vibrations towards neutrons as a restoring force
applies when a particle passes nearby the nucleus. The GDR lies in the range
10-30 MeV for most of the medium and heavy nuclei.

4.3.1 Survey of laser-triggered nuclear reactions relevant

for applications

A laser-based activation experiment consists in concept of three stages: the first
stage is the “accelerator”, in which the laser, interacting with matter, produces
relativistic electrons; this can be obtained either in laser-solid and in laser-gas
interactions. The second stage, called in the following “radiator”, converts the
relativistic electrons in γ-rays via bremsstrahlung in a solid. The third stage,
called in the following “activation sample” or simply “sample”, consists of a
target whose material is partially activated by the γ-rays. Efficient conversion
is found to take place for converter thickness from 0.3 to 0.5 times the mean
range of the incident electrons [144], depending on electron energy. A widely
used material for bremsstrahlung conversion is tantalum.

With reference to (3.2), table 4.2 lists the GDR key parameters for photo-
absorption reactions for a variety of elements that have been employed in ex-
perimental tests with laser-plasma electrons.

As a rule of thumb, the threshold energy for photo-induced reactions de-
creases with increasing mass number (as a consequence of the decrease in neu-
tron binding energy), while the peak cross-section increases. Energy threshold
for heavier nuclides like thorium and uranium is as low as about 5 MeV, so that
these nuclei were considered as target in the very first experiments of irradiation
with bremsstrahlung photons. The chance of fissioning nuclei with intense lasers
was first proposed in 1988 [145], and represents an exciting opportunity which is
also promising for applications. Laser intensities exceeding 1019 W/cm2 are re-
quired to initiate photo-fission reactions of heavy nuclei. Indeed, first evidence
of uranium fission was obtained in extreme intensity laser-solid experiments:
Cowan et al. with LLNL Nova Petawatt laser (US) operating at 3·1020 W/cm2

used a slab of gold as accelerator and radiator and produced 7·104 238U fissions
per Joule of laser energy [146], while Ledingham et al. with VULCAN laser
at RAL laboratory (UK) used tantalum as accelerator and radiator obtaining
approximately the same reaction rate [147]. Finally, Schwoerer et al. used tan-
talum for both accelerator and radiator but in two separate targets and the Jena
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Target Nucleus Reaction Ethr(MeV) σm(mbarn) Em(MeV) Γ(MeV)
12C (γ,n) 18.7 8.73 23.4 6

63Cu (γ,n) 10.8 78.6 16.6 6
(γ,2n) 19.7 10 23.7 6.5
(γ,3n) 31.4 - - -

65Cu (γ,n) 9.9 96 17 5
129I (γ,n) 8.8 - - -

181Ta (γ,n) 7.6 221 12.8 2.1
(γ,3n) 22.1 21 27.7 5.6

197Au (γ,n) 8.1 529.2 13.5 4.5
(γ,2n) 14.7 106.7 16.8 7
(γ,3n) 23.1 13.6 27.1 >6

232Th (γ,f) 6 54 14.2 7
238U (γ,f) 5.8 175 14.3 8.5

Table 4.2: Threshold energy, cross-section maximum, resonance energy and FWHM for dif-

ferent photo-induced reactions (from IAEA Photonuclear Data Library [117]).

(γ,f) stands for photo-fission reaction.

15 TW laser system at an intensity of 1020 W/cm2. A 50 µm first foil employed
for the accelerator and a second slab of 1 mm that acted as radiator [121]. As
a result, 104 fission events per Joule of laser energy of 232Th and 238U, placed
behind the second tantalum layer, were obtained with a reaction rate of the
order of 1 event per laser shot.

However, a critical point in the retrieving of the number of nuclear reactions
in laser-solid experiments is that there is no control on the spectrum of the
electrons accelerated in the interaction, as well as the acceleration mechanism is
uncertain and difficult to fit in a predictable scheme. In most cases the electron
energy distribution is assumed to be Boltzmann-like and deconvolutions are
performed starting from this assumption.

As described in section 3.3, high reactions rate are also achievable in ”laser-
into-gasjet” experiments, in which electron bunches with a higher energy and a
lower angular spread can be generated. To connect with the above mentioned
case of indirect laser-induced fission, it’s interesting to note how laser-gas jet
production of electron can enhance the number of photo-induced fissions in 238U
of roughly one order of magnitude with respect of experiments on solid targets
cited above: this has been recently proved by Reed et al. [148], by firing only 72
times a 30 fs pulse with intensity of 1019 W/cm2 on a 2 mm He jet at 3·1019 cm−3

plasma electron densities. A number of 238U fissions as high as 3·105 was ob-
tained by means of a careful optimization of the electron beam spatial profile,
total charge and energy by varying nozzle position and gas density.
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In principle, all types of photo-induced reactions can be accessible with bremsstrahlung
photons produced by laser-plasma accelerated electrons, depending on the re-
lation between the reaction energy threshold and cross-section with photons
energy and flux. Table 4.2 lists other obtained nuclear reactions, of the form
(γ,xn) with x=1,2,3,. . . . Among them, transmutation of elements that are of
environmental risk, like 129I, have been investigated: for example, 128I was suc-
cessfully obtained from 129I by Magill et al. in 2003 and by Ledingham et al.
in the same year [122, 149]. In the first case the Jena laser delivering 1 J at in-
tensities up to 1020 W/cm2 was focused on a 2 mm tantalum sheet (accelerator
and radiator): photo-neutron reactions were found to be 2 per laser shot. In
the latter case, a single VULCAN laser pulse of 360 J, focused at 5·1020 W/cm2

on a 4 mm thick gold target, generated about 3·106 nuclei of 128I. In the next
section, the relevance of these results is addressed and discussed.

4.3.2 Discussion on the relevance of laser-triggered nu-

clear reactions

The presented overview on attained results describes a well-established real-
ity in the research currently performed with high-intensity lasers. Beyond the
proof-of-principle experiments, in which the feasibility of the processes is demon-
strated, practical applications are object of discussion and foresight.

Laser-driven photo-fission of uranium and thorium, in which the fission en-
ergy is supplied by the incident photons, enables to decouple from standard
neutron-induced fission. The relevance of this novel method relies in the fact
that in the first case the cross-sections are higher than for the latter for those
two key nuclear waste products [150].

As mentioned above, transmutation of long-lived 129I (T1/2=15.7 Ma) has
been also obtained. Iodine-129 is a representative case, since it is the most ra-
diotoxic of the fission products and the ratio of stable 127I to radioactive 129I
in the environment have increased since 1950s of about two orders of magni-
tude [151]. In fact, natural abundance of 129I (mainly produced by spallation
processes of xenon in the atmosphere and by spontaneous geofissions) have
been increased by great amounts of man-made releases, mainly from nuclear
tests and reprocessing plants dedicated to nuclear power production, at a rate
of 2000 kg/year. The possibility to induce iodine-129 transmutation with high-
intensity lasers is thus attracting, but the path for large scale treatment is still
long: in general, transmutation of nuclear waste must be taken to industrial
scale, while the reaction rates attainable with lasers are many orders of magni-
tude lower than the required one for an efficient disposal [122].

The medical field can benefit as well of the laser-triggered radio-activation
processes, specifically for what concerns the production of radioisotopes usu-
ally employed for clinical imaging as positron emission tomography (PET) or
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scintigraphy. 11C, 13N, 18F, 99Tc, 128I are typical isotopes used in nuclear
medicine, but their abundance is getting remarkably limited, in spite of a world-
wide number of diagnostic images as high as 70,000. As an example, consider
that in Canada the closure of a single nuclear-reactor facility in 2007 caused
the cancellation of 50,000 medical procedures and much panic in physicians and
patients [152]. In general, only a few facilities can afford the space and cost
requirements (in addition to the safety shielding housing) to host big machines
necessary for the production of the above radio-isotopes. In fact, PET isotopes
are currently produced in cyclotrons or Van de Graaf accelerators via (p,n)
and (p,α) reactions. The possibility to use a high-intensity beam of photons
to generate the same yield (800 MBq sources are needed for a patient’s dose
of radiopharmaceutical) is on the way to future development of extreme-light
sources.

Significant advances in laser peak power and repetition rate are needed
to cope with the requirements of nuclear research and nuclear medicine. In
the next future, table-top laser systems capable of exceeding intensities of
1022 W/cm2 [153] with high repetition rate (more than 1 shot per minute)
will make the above requirements accessible with dramatic reduction in costs
and devices compactness.
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Conclusions

In conclusion, the performed experimental activities concerning the interaction
of high-intensity, ultra-short laser pulses with gas-jet and plasmas, aimed to
study the propagation and the production of high-energy electrons through
wakefield processes have been presented. The effects of propagation of the
UHI10 10 TW, 65 fs laser pulse operating at CEA of Saclay (France) in presence
and in absence of the pre-plasma produced by its Amplified Spontaneous Emis-
sion nanosecond pedestal has been investigated. The presence of the pre-plasma
contribute to a spatial filtering of the crossing pulse, while its propagation in
absence of the pre-plasma is affected by a series of non-linear effects in the
external spatial region of the pulse. The ASE pedestal is found to possibly cre-
ate favorable conditions in laser wakefield acceleration of electrons by creating
pre-formed plasma channels able to optically guide the fs pulse.

Experimental conditions in which relativistic electrons are efficiently gen-
erated have been found and characterized in a second experiment carried out
with the same UHI10 laser and a supersonic helium nozzle. Several diagnostics
have been independently employed to monitor the plasma key parameters and
the electron signal. The data analysis shows the consistence of the obtained re-
sults. Electron bunches with energies in the range 10-45 MeV and high-charge
have been efficiently accelerated even over several days of data-taking. Such
particles can be used for many nuclear applications as well as seed for external
injection acceleration experiments. The correlation between electron energy and
gas-delivering nozzle diameter has been studied also with the aid of a modeling
of the experiment via numerical simulations. At last, the use of a laser-plasma
based electron accelerator for medical treatment of tumors and for nuclear stud-
ies has been considered and discussed.
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Appendix A

The interferogram analysis

technique

A.1 From fringe pattern to phase map

One of the most common methods to measure plasma key properties such as
electronic density and shape or dimension is optical interferometry. Interfer-
ometry constitutes an all-optical tool to measure the index of refraction of a
plasma without perturbing the probed system. It usually makes use of two
electromagnetic waves whose propagation is modified by the electric proper-
ties of the plasma. In an interferometer, a probing laser beam is split in two
arms, one of which crosses the sample to be analyzed, that then are recom-
bined interfering by coherent superposition of their electric fields. The intensity
resulting on a detector is then modulated by the constructive or destructive in-
terference of the two waves, depending on the respective phase. The laser beam
that travels through the sample does not perturb it, since the plasma frequency
νpe = ωpe/2π ≈ 9 · 103

√
ne[cm−3], where ωpe is given by (1.6), is usually much

less than any optical frequency (ν = 2.4 · 1015 for a 800 nm Ti:Sa laser pulse).

To measure the refractive index η of the plasma by the phase delay ∆φ of
the wave that probes the sample with respect to the reference one, we use the
following relation that holds in WKB approximation [154]:

∆φ =
∫

(kp − k0) dl =
∫

(η − 1)
ω

c
dl (A.1)

in which kp is the wavenumber of the beam crossing the plasma and k0 = ω/c

is the wavenumber of the reference beam that travels in vacuum. The index of
refraction can be expressed in terms of the plasma electron density since, as it
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follows from section 1.2.2,

η2 = 1−
ω2
pe

ω2
= 1− ne

nc
(A.2)

where nc = 1.1 ·1021λ−2
[µm] cm−3 is the critical density. It follows that a measure

of the electron density can be inferred from the phase delay:

∆φ =
ω

c

∫ [(
1− ne

nc

)1/2

− 1

]
dl (A.3)

that for very underdense plasma (ne � nc) reduces to:

∆φ = − ω

2 · c · nc

∫
ne dl . (A.4)

Once that the relation between ∆φ and ne has been established, the phase
shift has to be determined and then the formulas above must be inverted to
obtain the plasma electron density. In order to describe the analysis proce-
dure, it is helpful to present an exemplary interferogram, obtained with the
set-up described in section 2.3. In figure A.1 the elements that characterize

nozzle shadow

Unperturbed fringes

Incoming 
laser beam

Plasma

Figure A.1: Interferogram obtained with the set-up described in section 2.3. In the figure

the nozzle shadow, and the set of fringes both unperturbed and shifted by the

presence of the plasma are shown. The withe arrow indicates the propagation

direction of the pump pulse, while the white lines show the optical divergence

of it after the focus.

the interferogram are shown. The set of fringes that depart from straight lines
corresponds to the presence of the plasma, while the nozzle results as a shadow
in the picture. The propagation direction of the pump pulse responsible for
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the ionization of the gas is indicated by the arrow, while its optical diffraction
results in a shaped profile of the curved fringes that follows the beam aperture.
The deviation of fringes from straight lines is proportional to the phase shift of
the probe beam that crosses the plasma. By analyzing such a pattern with an
algorithm capable of quantitatively retrieve the phase shift (it is worth noting
how the first quantitative analysis of fringe departure from linearity were made
by eye [155]), equation (A.3) can be used to get the electron density spatial
distribution for the created plasma.

A bi-dimensional interferometric image represents a continuous intensity
function with the form [156, 157]

I(x, y) = a(x, y) + b(x, y) · cos[2π(ω0x+ φ(x, y)] =

= a(x, y) +
1
2
b(x, y)eiφ(x,y)e2πiω0x +

1
2
b∗(x, y)e−iφ(x,y)e−2πiω0x

(A.5)

in which a(x, y) and b(x, y) are modulations induced by variations in the back-
ground or in the fringe visibility in the interferogram, ω0 is the spatial carrier
frequency of fringes and φ(x, y) is the phase. In order to extrapolate φ(x, y)
from eq. (A.5), the most common method relies on performing the fast Fourier
transform (FFT) of the equation, so that a narrow filter can eliminate the term
a(x, y), and then taking the complex logarithm (shifted toward the origin) to
have log[1/2 b(x, y)] + iφ(x, y). At this point the phase in the imaginary term
is separated from the unwanted modulation b(x, y), and can be reconstructed
for the whole interferogram. However, the problem of the evaluation of φ(x, y)
is ill-posed, since the retrieved phase is indeterminate by some factors of 2π
that must be added to the calculated value. In fact, in general computer-based
routines using the arctangent function return values in the range [−π,π], so
that the phase difference ∆φ(x, y) lies in the region [−2π,π]. These values are
usually wrapped back to the original [−π,π] range so that, in the following pro-
cedure step, unwrapping of the phase can be performed. The discontinuity can
be adjusted by adding an offset value to the calculated phase, depending on the
difference of two contiguous sampling points: in fact, this difference is much low
than 2π for continuous phase distributions, but grows as high as 2π in proximity
of a phase jump. The correct integer multiple of 2π is thus added to each phase
value [156].

Although the method based on FFT has been effectively employed in analy-
sis of experimental data [158], in case of local small case structures that depart
only a little from the background it can be necessary to resolve those features
with more flexibility (for example, this is the case in which there is no clear sep-
aration between the scales of noise, background and signal). This improvement
is achievable if continuous wavelet transform (CWT) are used instead of FFT.
CWT permits to have a spatial resolution added to the frequency description
of the obtained signal. This improvement is enabled by the idea of chopping
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the signal of interest into several parts to be analyzed separately. The cut-
ting window is chosen to be modulated in a fully scalable way according to the
pitch of the signal considered [159]. The signal is thus decomposed into a set
of basis functions (the wavelets) obtained from scaling and translation of the
mother -wavelet Ψs,τ (t):

Ψs,τ (t) =
1√
s

Ψ
(
t− τ
s

)
(A.6)

in which s is the scale factor and τ is the translation factor. As a choice for ψ,
the so-called Morlet base can be taken: Ψ(k) = exp(iω0k) exp(−k2/τ2), while
the wavelet coefficients can be calculated via a sampling of the parameters τ and
s such as τ → τi, i = 1 . . . N and s→ sj = 2−j/Nv , j = 1 . . .M , where N,M,Nv

depend on the refinement required by the analysis [91]. In case of a frequency-
modulated signal (like an interferogram), the wavelet transform is concentrated
in the neighborhood of a curve called the “ridge” of the transform [160]. In the
example interferogram of fig. A.1, in which the grey-level map of fringes has an
oscillating behavior like (A.5), CWT can be performed and the ridge extracted
so that noise and background are automatically ruled out. The ridge sequence
for that interferogram is shown in fig. A.2 for a choice of Nv = 12.

Figure A.2: Ridge estimate for the signal recorded in interferogram A.1.

At this point, following the procedure explained in ref. [91], the phase shift map
can be extracted for the interferogram: this is plotted in fig. A.3.
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Figure A.3: Phase shift map evaluated with CWT method after removal of background and

noise perturbations via ridge cutting for the fringe pattern of fig. A.1.

A.2 From phase map to electron density map

In order to invert the equation (A.3), that relates the phase shift induced on
a probe beam by the crossing of a plasma with the electron number density
of the plasma itself, the search of some symmetries in the sample can ease the
computation. Very many laser produced plasmas in gas-jets are assumed to
be cylindrically symmetric, since they are created by the expansion of a radial
shock wave after the first ionization induced by laser energy deposition in the
gas through its propagation. Thus, in a cylindrical coordinate system (r, θ, z)
they are independent of θ (and z). This symmetry enables the treatment of
the analytical problem to be faced with the well-known mathematical tool of
the Abel transform. In this way, the radial distribution of the refractive index
of the plasma (and therefore its density) can be deduced from the measured
phase shift value along the chords of the path of the probe beam through the
medium. In general, Abel inversion gives in a straightforward way the formula
for obtaining the radial profile of a quantity (let’s call it q(r)) once that chord
integrals Q(y) of it, given by the integral of q(r) between extremes of the form
±
√
a2 − y2, are known:

q(r) = − 1
π

∫ a

r

dQ

dy

dy√
y2 − r2

. (A.7)

For what concerns plasma density reconstruction from phase shift map δφ, it
translates to:

ne(r, z) = −nc
λpe
π2

∫ ∞
r

∂

∂ξ
δφ(ξ, z)

dξ√
ξ2 − r2

(A.8)

127



APPENDIX A. THE INTERFEROGRAM ANALYSIS TECHNIQUE

where the phase map expands along its symmetry axis y0 in the plane (y, z) and
two half-maps can be determined as:

δφ+(ξ, z) = δφ(y − y0, z) y > y0

δφ−(ξ, z) = δφ(y0 − y, z) y < y0 .
(A.9)

For a better comprehension of the geometry of the problem that is being con-
sidered, as well as for the coordinate system that is used, refer to fig. A.4.

z

y x

pump

probe

CCD­recorded interferogram

gas­j
et

Figure A.4: Geometry of the coordinate system considered in the text for the description

of the interferogram analysis procedure. The plasma has a rough cylindrical

symmetry along the z axis. The pump laser pulse propagates along the z axis,

while the probe pulse orthogonally crossed the plasma along the x direction.

The algorithm employed in this thesis for evaluation of plasma electron den-
sity maps makes use of a generalization of Abel inversion that extends the ability
of deconvolution even to plasma distributions that slightly differ from the cylin-
drical symmetry. This technique is briefly addressed in the following after the
paper by Tomassini and Giulietti of 2001 [92].

The assumption at the basis of the generalization procedure rely on the
factorization of the 3D density distribution ne(r, z, θ) by a Legendre polynomial
expansion in the angular coordinate, such that:

ne(r, z, θ) =
L∑
l=0

nl(r, z)Pl(cos(θ)) (A.10)
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in which Pl(cos(θ)) are the orthonormal Legendre polynomials. The hypothesis
under this factorization is that the density ne does not present in any point
discontinuities or abrupt changes. Then, it can be shown that in (A.10) L = 1,
so that ne(r, z, θ) = n0(r, z) + n1(r, z) cos(θ) [92].
The terms n0 and n1 are finally retrieved from the generalized Abel inversion:

n0(r, z) = −ncλpe
π2

∫ ∞
r

∂

∂ξ
(δφs(ξ, z))

dξ√
ξ2 − r2

n1(r, z) = −ncλpe
π2

∫ ∞
r

∂

∂ξ

(
δφa(ξ, z)

ξ

)
dξ√
ξ2 − r2

(A.11)

in which δφs(ξ, z) and δφa(ξ, z) are the symmetrized and antisymmetrized half
maps built from (A.9) [91, 161]:

δφs(ξ, z) =
1
2
(
δφ+(ξ, z) + δφ−(ξ, z)

)
δφa(ξ, z) =

1
2
(
δφ+(ξ, z)− δφ−(ξ, z)

) (A.12)

As it turns out from this description, the procedure to compute the density
map of a plasma by exploiting the generalized Abel inversion starts (as the usual
cylindrically symmetric Abel inversion technique) from the recognition of a best
symmetry axis, at a height in the interferogram called above y0. Furthermore,
this algorithm doesn’t take into account any departure from mirror symmetry
with respect to a plane orthogonal to the probe propagation axis (plane y-z in
fig A.4).

For what concerns the example interferogram of fig. A.1, the electron density
profile as reconstructed with the generalized Abel inversion technique is shown
in fig. A.5. It is evident that the plasma electron density distribution has an
asymmetric shape with respect to its longitudinal axis (z). The resulting elec-
tron density is approximately 2 · 1019 cm−3 on axis, with an extension of about
2 mm and a radius of about 500 µm.
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Figure A.5: 3D electron density map of the plasma reconstructed from interferogram of

fig. A.1.
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Appendix B

Description of the SHEEBA

device

Further information on the principal characteristics of the accelerated electron
bunches, namely their charge, angular distribution and energy spectra, were
obtained with aid of a diagnostics developed at the ILIL laboratory of IPCF-
CNR in Pisa. The Spatial High Energy Electron Beam Analyzer (SHEEBA)
can simultaneously give those information once it is placed behind the electron
source [110].

B.1 The layout of the detector

The SHEEBA device is a multilayer detector based on sensitive radiochromic
films (RCFs) that acts as a sampling calorimeter. It exploits the properties
of RCFs for which, when they are exposed to high-energy particles, the active
layers within the film change their optical density due to the absorption of
energy. As particles penetrates through matter, they lose energy in their path,
depending on the initial particle’s kinetic energy. Provided that several layers
of RCFs are stacked in an assembly, the depth at which a certain particles
has been able to penetrate can be directly linked to its initial kinetic energy.
To avoid the employment of a large number of radiochromic films, absorbing
materials with different thickness are inserted in the overall device construction,
so that stopping shields are interposed between each sensitive layer. It follows
that electrons with higher energy penetrate up to the deepest RCF layers in
the stack. By accurately knowing the layout of the stack, it is then possible
to extract the energy of electrons in an impinging bunch that impressed the
sensitive RCFs. One of the simpler advantages of SHEEBA is the possibility to
have a quick qualitative information on both the angular spread and of particle’s

131



APPENDIX B. DESCRIPTION OF THE SHEEBA DEVICE

energy by looking at the exposed films soon right after the interaction.

The set-up employed for the presented experiment is shown in fig. B.1. The

Al Fe PbMylar

14 x MD555 x HD810

Al 
20 µm

HD810 MD55 Mylar 
175 µm

Al 
1.7 mm

Fe 
1.85 mm

Pb 
3 mm

Figure B.1: The SHEEBA stack of radiochromic sensitive layers and different absorbing ma-

terials. Each component is shown in the lower part of the image.

employed sensitive layers are GAFCHROMICr HD810 and MD55 radiochromic
dosimetry films. The HD810 RCFs are made up of a single 6.5 µm thick active
layer coated on ∼ 100 µm polyester surface, while the MD55 RCFs are made
up by two 16 µm thick active layers (the two faces are thus sensitive to energy
deposition) laminated together and shielded by two surfaces of ∼ 70 µm clear
polyester. When the active layer in HD810 and MD55 films is exposed to ra-
diation, it reacts and forms a blue colored polymer. The main advantages of
such kind of films are the following: it does not need after-exposure working
out, the released energy density by an impinging electron is proportional to
the increase of RCF optical density during exposure and each kind of film is
calibrated in energy, being provided the relation between the optical density
and the absorbed dose. Furthermore, the detector is able to provide both the
angular distribution, due to its 2D feature with no need for pinholes or slit.

The SHEEBA set-up is completed by the absorbers that are interposed be-
tween the RCFs, which are mylar of 175 µm thickness, 1.7 mm aluminium,
1.85 mm iron and 3 mm lead layers, whose disposition in the assembly is shown
in the upper part of fig. B.1. Figure B.1 also shows the thin 20 µm aluminium
foil used to shield the calorimeter from direct laser light.
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B.2 The reconstruction algorithm

B.2.1 Results from particles tracking code

The algorithm for electron energy spectrum reconstruction exploits Monte Carlo
tracking simulations performed with CERN GEANT 4.2 libraries [119]. Monochro-
matic electron beams impinging on an array of elements structured like the
SHEEBA device are simulated in order to get the released energy density in
each radiochromic layer. A good fit for the released energy in each RCF layer
by electrons of given initial energy, as it is obtained with the Monte Carlo code,
is given by:

Si(E, r) = A(E, i) exp
(
− |r|2

2 · s2w(E, i)

)
, (B.1)

in which i is the layer number, r is the coordinate vector, A(E, i) is the maximum
of the released energy distribution and sw is its width.

The results of Monte Carlo simulations concerning the mean energy released
by an electron in each RCF layer for a layout like the one in fig. B.1 are shown in
fig. B.2. The first five curves (indicated by numbers 1 to 5 in figure) are relative
to the HD810 RCFs, while the subsequent are relative to the MD55 ones. As it

1

2
3 45

6
7
8
9
10

Figure B.2: Simulation results for the mean energy released by electrons in each sensitive

layer. Layers up to number 10, the first 5 of which are referred to HD810 RCFs,

are labelled on their own curve.

appears from the figure, for a given electron initial energy, an amount of energy
is released in the device starting from the first radiochromic layers until the
particle is stopped at a certain depth from the very first RCF. The higher the
energy, the farther layer is reached, being the energy deposition in the earlier
layers approximately constant.
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B.2.2 Data treatment and analysis

The two main issues to be addressed in order to get to the final deconvolved
spectrum of the electron bunch concerns the alignment of the experimentally
exposed RCFs to be compared with the simulation results and the comparison
and deconvolution of raw optical density distribution with the simulated data.
The first issues is faced as follows: each exposed RCF layer of the stack is
scanned in transmission with red light (in order to enhance the dosimetry film
response) to a TIFF file; then a parameter file is composed in which, for each
layer, the position of a region with no signal and regions with the marks of
holding nails are indicated. Finally, translations and rotation on each image
but the first (that is used as reference) are performed for the overall alignment.

At this point a spectrum reconstruction algorithm has been developed to
extract the energy information out of the scanned and aligned raw images of
the RCFs. For a layer response to monochromatic and monodirectional electrons
like the simulated one of eq. (B.1), the released energy in the ith layer is given
by the convolution relation:

Ii(r) =
∫
f(E, ρ)Si(E, r− ρ) dE d2ρ (B.2)

where Ii is the energy released in the layer i, f(E, ρ) is the energy spectrum of
the incoming electrons and Si is given by eq. (B.1). In eq. (B.2) Ii is retrieved
by measuring the optical density of every RCF and Si is given by the Monte
Carlo simulations. The energy spectrum f is then the only unknown that can be
calculated by inverting eq. B.2. To do so, a first algorithm has been implemented
to get a first rough estimate of the spectrum f : the Fourier transform of eq. B.2
is performed:

Ii(k) =
∫
f(E,k)Si(E,k) dE (B.3)

in which the only integration variable is the energy E and the deconvolution
can be performed separately for every k. With a suitable sampling of the elec-
tron energies E [162], it is then possible to invert the formula and to get to a
relationship for f . This procedure, being a deconvolution, can be numerically
unstable but can be used as starting point for a second algorithm aimed to
find the minimum differences between the experimentally obtained images and
the reconstructed ones, once that an estimate of the spectrum of the incoming
electrons is known. In other words, if a hint for a possible electron spectrum f

is given, by finding the absolute minimum of the distance:

d2 =
∑
i

∫
|Ii(r)− Imi(r)|2d2r∫
|Imi(r)|2d2r

(B.4)

in which Imi is the optical density distribution of the scanned image of the
experimentally exposed layer i.
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A resume of the operative procedure for SHEEBA data analysis is sketched in
fig. B.3.
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Figure B.3: Diagram of the analysis procedure performed to evaluate the key parameters of

the electron bunches that impinge on the SHEEBA detector. As a result, the

spatial profiles at given incident electron energies are retrieved.
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F. Moulin, Z. Najmudin, S. A.E. & C. Stenz. Laser particle acceleration:
beat-wave and wakefield experiments. Plasma Phys. Control. Fusion 38,
A295 – A300 (1996)

[41] V. Malka, S. Fritzler, E. Lefebvre, F. Aleonard, M.M. Burgy, J. Cham-
baret, J. Chemin, K. Krushelnick, G. Malka, S. Mangles, Z. Najmudin,
M. Pittman, J. Rousseau, J. Scheurer, B. Walton & A. Dangor. Electron
Acceleration by a Wake Field Forced by an Intense Ultrashort Laser Pulse.
Science 298, 1596–1600 (2002)

[42] W. P. Leemans, P. Catravas, E. Esarey, C. G. R. Geddes, C. Toth,
R. Trines, C. B. Schroeder, B. A. Shadwick, J. van Tilborg & J. Faure.
Electron-Yield Enhancement in a Laser-Wakefield Accelerator Driven by
Asymmetric Laser Pulses. Phys. Rev. Lett. 89 (17), 174802 (2002)

[43] J. Faure, Y. Glinec, S. Pukhov, A. andKiselev, S. Gordienko, E. Lefebvre,
J. Rousseau, F. Burgy & V. Malka. A laser-plasma accelerator producing
monoenergetic electron beams. Nature 431, 541–544 (2004)

[44] C. Geddes, C. Toth, J. van Tilborg, E. Esarey, C. Schroeder, D. Bruhwiler,
C. Nieter, J. Cary & W. Leemans. High-quality electron beams from a laser
wakefield accelerator using plasma-channel guiding. Nature 431, 538–541
(2004)

142



BIBLIOGRAPHY

[45] S. P. D. Mangles, C. D. Murphy, Z. Najmudin, A. G. R. Thomas, J. L.
Collier, A. E. Dangor, E. J. Divall, P. S. Foster, J. G. Gallacher, C. J.
Hooker, D. A. Jaroszynski, A. J. Langley, W. B. Mori, P. A. Norreys, F. S.
Tsung, R. Viskup, B. R. Walton & K. Krushelnick. Monoenergetic beams
of relativistic electrons from intense laser-plasma interactions. Nature
431, 535–538 (2004)

[46] A. Pukhov & J. Meyer-Ter-Vehn. Laser wake field acceleration: the highly
non-linear broken-wave regime. Appl. Phys. B 74, 355–361 (2002)

[47] V. Malka, J. Faure, Y. Glinec, A. Pukhov & J. P. Rousseau. Monoenergetic
electron beam optimization in the bubble regime. Phys. Plasmas 12, 056702
(2005)

[48] B. Hidding, K. U. Amthor, B. Liesfeld, H. Schwoerer, S. Karsch,
M. Geissler, L. Veisz, K. Schmid, J. G. Gallacher, S. P. Jamison,
D. Jaroszynski, G. Pretzler & R. Sauerbrey. Generation of Quasimo-
noenergetic Electron Bunches with 80-fs Laser Pulses. Phys. Rev. Lett.
96, 105004 (2006)

[49] A. Thomas, Z. Najmudin, S. Mangles, C. Murphy, A. Dangor, C. Kam-
peridis, K. Lancaster, W. Mori, P. Norreys, W. Rozmus & K. Krushelnick.
Effect of Laser-Focusing Conditions on Propagation and Monoenergetic
Electron Production in Laser-Wakefield Accelerators. Phys. Rev. Lett.
98, 095004 (2007)

[50] S. Bulanov, N. Naumova, F. Pegoraro & J. Sakai. Particle injection into
the wave acceleration phase due to nonlinear wake wave breaking. Phys.
Rev. E 58 (5), R5257–R5260 (1998)

[51] H. Suk, C. Kim, G. H. Kim, I. S. Ko & H. J. Lee. Energy enhancement in
the self-injected laser wakefield acceleration using tapered plasma densities.
Phys. Lett. A 316, 233–237 (2003)

[52] P. Tomassini, M. Galimberti, A. Giulietti, D. Giulietti, L. Gizzi, L. Labate
& F. Pegoraro. Production of high-quality electron beams in numerical
experiments of laser wakefield acceleration with longitudinal wave breaking.
Phys. Rev. ST Accel. Beams 6, 121301 (2003)

[53] C. G. R. Geddes, K. Nakamura, G. R. Plateau, C. Toth, E. Cormier-
Michel, E. Esarey, C. B. Schroeder, J. R. Cary & W. P. Leemans. Plasma-
Density-Gradient Injection of Low Absolute-Momentum-Spread Electron
Bunches. Phys. Rev. Lett. 100, 215004 (2008)

[54] F. Amiranoff, D. Bernard, B. Cros, F. Dorchies, F. Jacquet, V. Malka,
J. R. Marquès, G. Matthieussent, P. Miné, A. Modena & Z. Najmudin.
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